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SUMMARY

Four nonlinear state estimators were devised which pro-
vide techniques for obtaining the angular orientation (atti-
tude) of the aircraft. These techniques are alternatives to
direct measurement by use of vertical and directional gyros.
These estimators have the potential of being of low cost and
of high reliability by implementation using solid state instru-
ments and the microcomputer,

An extensive FORTRAN computer program was developed to
demonstrate and evaluate the estimators by using recorded
flight test data. This program simulates the estimator
operation, and 1t compares the state estimates with actual
state measurements.

The above program was used to evaluate the state esti-
mators with data recorded on the NASA Ames CV-990 and Cessna
402B aircraft From these evaluations, the preferred state
estimator configuration was chosen. It was concluded that
it is possible to estimate the aircraft attitude to the same
degree of accuracy as 1is avallable by direct measurement.

A preliminary assessment was made of the memory, word
length, and timing requirements for implementing the selected
state estimator on a typical microcomputer.
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I

INTRODUCTION

Limited analytical studies have been made of using state
estimation techniques coupled with low-cost sensors to replace
the vertical and directional gyroscopes typically used on
general aviation aircraft for flight control. These studies
include previous work at Stanford University [1,2], an NRC
Fellowship [3], and work at NASA Ames Research Center [4,5].

The obgectives of this investigation were to

(1)

(2)

(3)

(4)

This

(1)

(2)

(3)

Combine the previous efforts to define estimator
configurations which: (a) have the best overall
features of the previous work, and (b) provide the
basis for further analysis, design, and flaight
testing.

Specify the flight test data to be collected using
the NASA Ames Cessna 402B aircraft. The data were
to be used to test the estimator designs in the
laboratory.

Code the candidate estimator designs on the IBM 380
computer. Use the collected flight data to demon-
strate the estimator performance under a variety of
flight conditions and wind disturbances. Choose
the estimator design yielding the best, performance.

Make recommendations regarding future system design
and flight test efforts.

report is organized as follows.

Chapter 11 first presents details of previous esti-
mator concepts which are suitable for determining
the axrcraft attitude without direct measurement.
From these concepts, four nonlinear estimator con-
figurations are designed. The method of implement-
ing these equations digitally is explained.

Chapter IXII presents results of evaluating the
candidate estimators with both Convair CV-990 and
Cessna 402B data. From this evaluation, the best
estimator design 1s selected.

Chapter IV presents preliminary requirements for
implementing the selected estimator software on a
typical microcomputer,



(4) Chapter V summarizes the work, lists distinct con-
clusions that have been made during the study, and
makes recommendations for further research, testing,
and develcpment.

(5) Appendix A. presents the details of the -computer -
program developed for processing the flight data.
It serves as a user's guide for additional flight
data processing.

(6) Appendix B presents software details of the selected
state estimator.

This report was prepared under Contract No. NAS2-9382
for NASA Ames Research Center. The author wishes to
acknowledge the ideas and technieal exchanges provided during
this study by Dr. Dallas G. Denery (who was technical monitor)
and R.C. Wingrove of NASA Ames Research Center. The author
also wishes to express his appreciation to G.P. Callas, of
NASA Ames, and W. Jolitz for their study support and personal
interest.



II

STATE ESTIMATOR SOFTWARE DESIGN

When investigating ways in which an aircraft's angular
orientation could be determined without direct measurement, 1t
rapidly became apparent that the estimator could be based on
a wide choice of equation formulations. There have been sever-
al suggestions made [1-6] regarding how state estimators could
be configured to obtain the aircraft attitude, and these are
documented here. Then, composite methods which were chosen
for implementation and testing with flight data are explained.
Auxiliary software details are also presented.

The equations used to design the state estimators are
based on well known aircraft equations of motion [7] and on
a knowledge of the combinations of state variables measured
by different instruments other than attitude gyros. The
measurements that may be used include linear acceleration,
angular acceleration, magnetic field, altitude, airspeed, and
control surface deflection. Altitude and airspeed can be com-
puted from measurements of static and dynamic pressure, while
rate gyros may be substituted for angular accelerometers.
The estimators basically combine rapid measurements of angular
acceleration (or rate) wath independent (although noisy) com-
putations of the attitude angles (based on measurements of
magnetic field data and other wvariables).

Previous Estimator Equations

Prior to beginning this effort, there were three alternate
suggestions [2,3,5] for the configuration of the state esti-
mator equations. These configurations were analyzed, and they
served as the starting point for the composite estimation
methods mechanized in this study. They are documented here
for later reference.

Complementary filter approach [5]. Wingrove suggested a
method which makes use of the following aircraft kinematic
equations [7],

hc = fxm sin 9"fym cos © sin ¢-—fzm cOosS ¢ cos 6 -g,

fl

@=p + (q sin @+T cos @) tan 9,

I

o g-pp+ (g cos 6 cos @4-fzm)/vam,



B = -r+pa+ (g cos & sin ¢4'fym)/vam’

Voina = ~Tam sin @/V,, - (1)

These equations use the assumptions that ¢ and § are small
angles. In these and subsequent equatrons,” the Standard air-
craft dynamics equation notation 1s used [7]. That is,

@,0,{ - roll, pitch, yaw angles,
p:q,T - rpll, pitech, yaw angular rates,
a,B - angles of attack and sideslip,
f_,f__,f - body-fixed linear accelerometer
xm ym" zZm readings,
am - measured true airspeed, and
ww1nd - yaw {or heading) angle of velocity

vector with respect to the airmass
(wind).

Other equations used which transform from wind to body
axes include*

g = Ywing T @ COS @ + B sin ¢,
N P
Yoina = Sin (/Y )
Wm = ¢W1nd - B cos 9 + ¢ sin . (2)

Here, additional notation used is:

Y - flight path angle with respect to the arr-
wind mass

h - altaitude rate,

Wm - yaw (or heading) angle of the longitudinal

axis of the aircraft.

In addition, the aerodynamic equations which represent measured
angle-of-attack (ac) and sideslip (ﬁc) are



@, =a_ +mf_/(C,QS),

kal + ka28Fm + mfzm/(CzanS) s

Bo = M/ (Cpp@S) (3)

Here, kal and kaz are constants, SFm is the flap angle,

Cza and CYﬁ are aerodynamic coefficients, Qm is the

measured dynamic pressure, m 1s the aircraft mass, and S
is the reference wing area. Use of Egs. (3) assumes that
stall conditions are not approached.

It 1s assumed that measurements of baro-altitude hbaro’
true airspeed Vam’ magnetic heading (or yaw) wm’ linear
acceleration components (f_, fym’ fzm)’ angular acceleration

L ) . L] m
components (pm, Ay s rm), flap angle BFm, and dynamic pressure

Qm are available. Then, Eqs. (1)-(3) are combined into the

four coupled nonlinear, fixed-gain complementary filters [8]
shown 1n Fig. 1. 1In this figure, the hats (") on variables
indicate that they are estimated. Also, the notations s and
¢ are used to represent sine and cosine, respectively.

Note in Fig. 1 that an additional integrator is added to
the front end of each channel. This 18 to remove the effect
of possible biases which may exist in the linear and angular

~celerometer measurements.

Vector approach [2]. DeBra suggested that the attitude
angles could be determined by measurement of the gravity and
magnetic field vectors g and B. The differential equations
to obtain these smoothed vectors are

T
H

-0 X B + KB(Bm-B) s

g >

= -0 x g+ K(-f -8, ; (4)

where Bm 1s the three-component measurement from a three-
axis magnetometer, and fm 1is the measured vector from a

three-axis linear accelerometer package. The vector @ 1S

the estimated attitude rate of the airecraft It could come
from either integrating angular accelerometer outputs or direct
{smoothed) rate gyro measurement. The quantities KB and K
are appropriate gain vectors. g
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FIGURE 1.- COMPLEMENTARY FILTER FORM OF STATE ESTIMATOR [5]



With gravity and magnetic field vector estimates known,
the direction cosine matrix which transfers from locally level
to aircraft body axes is

- (ng)x& éxﬁ I o
b2 [ s B, N 1€y, | i%] )
1

Here, on is the north component of Bm

From this matrix, the roll, pitch, and yaw angles can be
determined. Only the magnetic field dip angle has to be
occasionally updated when using this method so that the north

component of the field BXO 18 kept current. The chief con-

straints of this method are that: (a) linear accelerometer
readings are only valid (for their use in Eq. (4)) during
unaccelerated flight, and (b) the accuracy of the attitude rate
estimate ® must allow adequate tracking of the gravity vector
for prolonged maneuvers and periods of accelerated flight.

Kinematic filter approach [2,3]. Sorensen and Tashker
devised linearized, decoupled longitudinal and lateral filters
which were based on estimating the perturbations of the air-
craft state variables from their nominal values. They were
termed "kinematic filters" because they took advantage of the
kinematic equations which represent the measurements of linear
and angular accelerometers,

The matrix equation which represents the longitudinal
Kinematic filter is

A 0 0 0 0 rAq-
Aw U0 0 —gseo 0 Aw
A8 [=] 1 0 0 0 A6
Au —WO 0 -g<3eo 0 Au
A
 Ah } | O -c 8, Ujce +W sO_ s 6 || Ah
Aqm kl 0
Af 0 k .
Zm 2 Au_ - Au
+| 0 *lk; O B (6)
Ahm-Ah
Afxm k4 0
| 0 J L 0 kS_




Here, the quantities Uo and Wo are the nominal values of
longitudinal and normal airspeed. Also, 60 15 the nominal
pitch angle.

The lateral kinematic filter i1s represented by

AR [0 0 0 077ap] "AD_
AT 0 0 0 o ||ar AT
. = -+ m
AD 1  tan © 0 0 {{ap 0
A 0 seco6. 0 0 |lab 0
kg O
0 k A - AP
+ 7 ,' m AJ. (7)
kg O || A¥, -AY
| 0 Eg

In Egs. (6) and (7), the "A' notation represents perturbaglons
from the nominal. The subscript "m' on input variables (pm,

a., r , f_, £, u, h , ¢ , ¥ ) indicates that these vari-
m m Xm zm m m m m
ables are independently measured or computed.

These equations must be expanded to include cross coupling
terms, and they do not have to be restricted to small pertur-
bations. Also, it was recognized that if an independent
measurement of pitch angle Bm were available, this could be

used to replace the residual in airspeed (um-ﬁ) for the

longitudinal equations. Thus, the resulting nonlinear kine-
matic filter is represented by the schematic diagrams in

Fig. 2., In this representation, 1t is assumed that the pitch
angle © remains small,.

Note that the kinematic filter in Fig. 2 has the same
complementary form as the filter suggested by Wingrove in
Fig, 1 Also, note that the altitude h channel uses the
longatudinal component of airspeed U as a separate input.
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FIGURE 2.- COUPLED NONLINEAR KINEMATIC FILTER FORM
OF STATE ESTIMATOR [2,3]
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Development of Composite Nonlinear Estimators

For flight test investigation of the estimator concept,
it is desirable to reduce the number of forms of estimators to
one which has the best overall features. This is not possible
without laboratory testing several configurations with actual
data, this provided the motivation for this study.

In examining the estimator concepts just discussed, some
important points were developed:

(1) 1t seemed advisable to retain the complementary
filter form found in Pigs. 1 and 2. Thas would enable
combining the fast response angular accelerometer
data (which would tend to drift) with stable,
although noisy, independent measurements of the

three attitude angles.

(2) Because roll and heading angles could both be deter-
mined from magnetometer data, 1t seemed reasonable
to have separate channels for these quantities (as
in Fig. 2 rather than Fig. 1).

{3) To simplify the estimator, the sideslip angle B
(as in Fig. 1) was assumed to be zero. This feature
could be added later, if required.

{4) Two methods existed for computing independent measure-
ments of the attitude angles (mh, em, Wm)—-the vector

approach discussed on page 5, and a method which com-
putes roll and heading given pitch, which is discussed
later, It was not clear which of these methods was
preferable. Thus, two forms of the composite esti-
mators were first posed.

As the study proceeded, two additional forms of the state
estimators developed. These four methods are now explained.

Metbod 1. The basic form of the nonlinear estimator used
in method 1 is shown in Fig. 3. This assumes inputs (pm, S
im) from three body-~fixed orthogonal, angular accelerometers.

The three attitude estimates are (@, 8, @). The three indepen-
dent computations of roll, pitch, and heading are denoted as

(@, 8.5 V. I-

The form of Fig. 3 was derived by combining and extending
the design of Figs. 1 and 2. Note that if rate measurements
(pm, aps rm) were directly available, only three integrations,

rather than six, would be required to implement this form. The

10
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decision of whether to use rate measurement devices or angular
accelerometers must be based on reliability and cost consider-
ations which were not a part of this study.

Note in Fig. 3 that the nonlinear terms in the feed-forward
paths of each channel come from the dynamic equations which
relate the aircraft body rates (p, ¢, r) to the Euler angle -
rates (o, O, &) [7]. The nonlinear terms in the feedback paths
for the pitch (0) and heading () channels relate the orienta-
tion of these Euler axes to the body axes representing pitch
rate (q) and yaw rate (r).

If the angular accelerometer measurements are subject to
bias; the bias effects are removed (since they are observable)
by expanding each complementary filter to third order, as 1s
illustrated in Fig. 4 for the roll channel.

To compute altitude rate ﬁ, and an estimate of flight
path angle ¥, a fourth complementary filter i1s added. This
is depicted in Fig. 5, and it 1s the same as the altitude

. (as$+?c$)mn3
~ Lm
oy p é
koo Kig kag -
1 d Yo,

FIGURE 4.- MODIFICATION OF ROLL: ESTIMATOR TO COMPENSATE
FOR ANGULAR ACCELEROMETER BIAS

L K1n Kon -
+
[ l l Mo

FIGURE 5.- COMPLEMENTARY FILTER TO OBTAIN
SMOOTHED ALTITUDE
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channel 1in Fig 1., This failter complements barometric altitude
hbaro with a computation of vertical acceleration hc which

1s given in Egs. (1l). The estimated flight path angle and
angle-~of-attack are then computed as

A -1 A
¥ = sin (h/vam) ,

(6 -7)/cos @ , (8)

2>
1

where Vam 1s the measured airspeed.

In this method, the vector approach, discussed earlier,
is used to compute independent measurements of (@c, ec, wc).

The earth's magnetic field measurements are used directly.
Estimates of the earth's gravity vector are obtained from the
second of Egs. (5). For this approach to work, digital logic
must be used to cut out the accelerometer inputs to this equa-
ti1on when 1t 1s sensed that the aircraft is turning or
accelerating

Assume that the aircraft rotates, in order, through Euler
angles (¥, 0, @) from the north—orlented locally-level refer-
ence frame to the aircraft fixed body frame. If clJ (with

i,3=1,2,3) are components of Cb/ given by Eq. (5), then one
can compute 2

sin Gc = = Cqg

sin @, = 023/003 Gc ,

sin ¥, = cy5/cos Bc ,

cos ¢c = cll/cos GC . (9)

Equations (9) are then solved for the independent measurements
Of ((‘Pc’ BC, \pc)'

Method 2. 1In this method, the second channel in Fig. 3
is changed to estimate angle—of-attack ¢ rather than pitch
angle ©. The channel is replaced by the one shown in Faig 6,
which also compensates for the pitch accelerometer bias. This
1s essentially the same as the third channel of the comple-
mentary filter depicted in Fig. 1.

The complementary measurement of the angle-of-attack comes
from the first of Egs. (3). In this method, flap angle SF
and dynamic pressure Qm measurements are required as well as

knowledge of aircraft characteristics m, 8, Cgz,, and ¢
o 0
as a function of flap angle.

13



FIGURE 6.~ MODIFICATION OF FILTER TO COMPUTE
ANGLE-OF-ATTACK

From the smoothed angle-of-attack, the estamated pitch
angle is computed to be

_.r\ » ._1:\
8, =0 cos ¢ + sin (h/Vam) (10)

With the pitch angle ec determined, the roll and- heading
angles P, and wc can be computed directly from the magnetic
field measurements Bm' This has the advantage that the gravity
vector estimate g is not required, as in Method 1.

The relationship between the aircraft-fixed components
of Bm and the North-oriented, locally-level reference com-
ponents (BXO, 0, Bzo) are

B cOcy cOsy -s0 By

m o)
BYm = § spsocy-cosy spsesy+cegey s@co 0 (11)
Bzm c@sOcy+sesy cpsOsy—-socy ceel | |Bz,

Here, the notations s and c¢ are used to represent sine
and cosine, respectively.

From Egqs. (11), the cosine of the heading angle is found
to be

cos ¥, = (Bg, + By, sin 8,)/Bg, cos 8, . (12)

14



Here, 1t 1s assumed that the local values of BXO and BZO
are known and stored, or are computed by other means, as 1s
discussed later.

Also from Eg. (11), a quadratic expression can be found
for the cosine of the roll angle

2 2 2 2
[(Bzm-%BYm)c Bc]c q%'"z[(BZo'*BXm SSC)Bchec]ccpc
2 2 2 _
+ [(BZO-+BXms90) "BYm c BC] =0 . (13)

With the two solutions (cos Pcqys COS ¢c2) for Eq. (13), the

following expression 1s used to solve for two corresponding
solutions of the sine of the roll angle

. _ 2
sin ¢@¢, = Bym(° ¢cl-1)/(Bch¢cl—-Bzocec—onseccwc),
1=1,2 (14)
Then
tan @o; = sin ¢Ci/cos Pcy s i=1,2 . (15)

Two ways are used to resolve the ambiguity in the solution
for P, - In one case, a trial value Py is computed that 1s

based on the previously computed values, Po_q’
O, = @, _q * D At . (16)

Here, p is the estimate of the roll rate, and At is the
sample period. Then, the solution to Eg. (15) is picked which
is closer to Eg. (16).

The other way to resolve the ambiguity 1s to assume that
the aircraft usually makes coordinated turns. Then, the trial
solution of roll angle is found from the coordinated turn
relationship,

tan o, =V V¥/g ,

=V _ (q sin @+ T cos @)/g cos o, - (17)

15



M -~
Here, vam 18 the measured airspeed, and q, r, and & are

estimated values of pitch rate, yaw rate, and roll angle
obtained from the estimator. Again, with this trial solution,
the closer value of Eq. (15) 1is selected.

Finally, the equation
sin ¢, = (S¢b"BYmcmb/BZm)(Bzm/BXo) (18)

1s used to solve for Wc'

A potential problem exists with this method in that the
solutions to Eq. (13) converge as ¥ gets close to 0° or 180°.
This is partially sglved by use of Egs. (18) or (17). However,
Eq. (17) contains ¢ which could also be in error. Also,
noise in p or Po_q 1B Eq. (18) could cause the wrong value

to be selected.

Method 3. Although the techniques used to resolve the
ambiguity problem for Method 2 worked for the data examined in
this study, it was felt that certain data inputs could still
produce incorrect solutions to the computed roll and heading Egs.
(12)-(18). Thus, for Method 3, Eq. (17) was used directly to
compute P’ Equation (10) was still used to compute ec.

Then, Eqs. (12) and (18) were used to compute wc.

One shortcoming of this method is that it relies on the
coordinated turn assumption. The information contained in the
magnetic data is not fully used. Also, as can be seen from
Eq. (17), the computed roll angle P is not independent of

the estimate &. Flight tests under sideslip conditions are
required to determine if this seriously degrades the per-
formance of the estimator.

Method 4. Recall that the prime motivation for this
research is to provide a low-cost alternative to direct measure-
ment of the aircraft attitude angles. Thus, it 1s desirable to
keep the estimators as simple as possible.

The estimators developed in the previous three methods
use a three-axis angular accelerometer package (or alternately,
three rate gyros) to provide fast response attitude change
measurements. But 1t 1s well known to pilots [9] that alti-
tude, airspeed, yaw rate, and lateral acceleration measurements
provide adequate information to fly straight-and-level. To
these, heading angle measurements (from a2 compass) allow
keeping a correct course. Thus, there was reason to believe

16



that a simpler configuration than that of the previously
described three methods could be developed.

A method, suggested by Denery [6], makes use of a single
yaw rate gyro measurement r_. The equation for lateral
acceleration is m

?+rU-pw=ay+gcosesincp. (19)

Here, ay is the lateral acceleration due fto aerodynamics,
and (U,V,¥) are body-fixed components of Va. 1 V and pW
are assumed to be negligible, Eq. (19) can be rewritten as

sin P, = (rm vam cos ac-fym)/g cos ec s (20)

where iYm is the measured lateral acceleration and Vu  1is
the measured total airspeed Va. The pitch angle ec again
comes from Eq. (10). The angle-of-attack @, is from Egs. (3).
Equation (2) is solved for roll angle Py

The equation for normal acceleration is

o+ pV - gqUu=4a_ + g cos & cos ¢ . (21)

Z

If W and pV are assumed to be negligible, Eg. (21) has the
following solution for pitch rate:

4, = =(fz, + g cos O, cos @ )/V, cose, . (22)

C

Here, 9, comes from Eq. (20). Then, the heading rate @c
1s computed to be

¥, = (g, sin @, + r  cos ¢,)/cos 6, . (23)

This equation 1s smoothed using the first-order complementary
fiiter

b=, +x0,-0 (24)

where wm comes from the magnetic field measurements and Egs.
(12) and (18),.

17



In this method, most of the complementary filter structure

is removed. Only four integrators (three to compute £ as 1in
Fig. 5 and one for Eq. (24)) are required instead of twelve.
The shortcomings of Method 4 are the assumptions used to ob~
tain Egs. (20) and (22).

Daigitaization and Auxiliary Software

To mechanize the state estimators in digital form for
flight testing, some additional software was required. Also,
modifications of the continuous filter differential equations
described previously to discrete form were required. These
additions and modifications are explained here.

Instrumentation corrections and computations.- Corrections
and modifications must be made to the sampled signals used as
inputs to the state estimators to remove known error effects.
The linear accelerometers are subject to misalignment with
respect to the aircraft reference body axis. Center~of-gravity
(c.g.) offsets are also present which may require compensation.
If (fxm,fym,fzm) are the sampled accelerometer readings, and

(¢am,6am,wam) represent the small misalignment angles, then the
corrected readings are

f%m 1 Vam  ~Pap || fzn
Tym § = |-Vap 1 Pam || Tym (23)
fo Oay  ~Par i | .

Also, 1f (xam, Yap: zam) are the position coordinates of

the accelerometer package with respect to the average aireraft
c.g., then these accelerometer readings are further modified to

aa - * ey ~2 A2 Ap ~
Tem = I3p ~ QpZap ¥ TmVapy + (47 +T7)xay - P(Ayay + T2ay)

P - L ] L] Az A2 Fal -~ ”~
£50 = Tgn ~TpXay * PpZa, + (B +¥7)ya, - A(DXay + TZay)

- b - Az A2 N -~
t2n ~ PpVay T 9p%ay, T (P” +a7)2a, - T(PXa, + Ayap)

(26)

f))
Zm

18



In Eq. (26), the acceleration terms (ﬁm, ém, fm) come from the

angular accelerometers, the rate terms (D, 4, ) come from the
eatimator,

In addition, the accelerometers are subject to biases

(baxc’ bayc’ baze) and scale factor errors (aaxc’ sayc’ Sazc)‘

If these terms are known, the readings are further corrected by
the equations

£ @ (1 + &

«m )z + b

axc’ T xm axe '’
fym = (1 + aayc)fym + bayc .

£ = (1 + g

zm Yy * D ‘ (27)

g2C° ZMm azc

The angular accelerometer and magnetometer are also sub-
Jeet to misalignments, bilases, and scale factor errors., If
these errors are known, the sampled readings are also corrected
by equations similar to Eqs. (25) and (27).

If airspeed is derived from a pitot tube, the reading
reprezsents a component along the pitot tube axes. This
reading Vm must first be converted from indicated airspeed

to true alrspeed Vm’ by the equation
V=V TP =V Ve (28)

Here, o is the density ratio which 1s a function of alititude.
Computation of ¢ 1s done from a table as a function of alti-
tude by interpolation. Such a procedure 1s explained in
Appendix A.

The airspeed measurement is then filtered by the equation

Un+1 = Un + kuAt(Vm-Un) . (29)
Here,

ku = alirspeed filter gain,

ﬁn = gmoothed value of Vm , and

At = sample period.
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The subscripts n and n+l indicated current and predicted
values (one sample period later). Then, 1f Gv is the rota-

tion of the pitot tube up from the aircraft longitudinal axis,
the components of the aircraft velocity are

U= (-0, cos 6+h sin 6.,)/(s1n 9, sin B -cos 6 cos 8),

w::(_Un s1n 6 +h cos Bv)/(81n Bv sin 8 - cos Gv cos @),

~

am = UDecosa + Wsin a . (30)

<t

In Eqs. (30), the terms 6, h, and & come from the esti-
mator.

If the J-Tek Arrspeed Sensor i1s used, total true airspeed
vam 1s sensed directly. Then, this 1s smoothed by the equa-

tion

If dynamic pressure @ is not measured, 1t can be derived
from the true airspeed by the equation

2

am (32)

A _ 1\2 _ ~
Qn = 0.5 pVam = 0.001189 gV
Again, the density ratio ¢ 1s computed as a function of alti-

tude

One further computation i1is required to determine the
magnetic vector dip angle 82. This is used to compute the
north and down components BXo and BZo found 1n Eqs. (11).
If the magnetic field has unity magnitude, then these compon-
ents have the values

B
X0

I

cos 82 s

B

20 sin 82 (33)

For a typical flaight, the dip angle will be slowly varying
as a function of aircraft geographical position. Thus, the dot
product between The magnetic field vector B and the gravity
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vector g would also vary slowly. This fact can be used to
update 52 by the equation

B o f
= ~1 m_ "m
52n+1 62!1 + ka |:Sil‘1 (m) - Szn]At (34)

Here, ks is & slow gain, and Bn and fm are

magnetometer and linear accelerometer measurements of B and
g

Digitization.- Note that the nonlinear estimators
depicteg in Figs. 1-8 are in continuous (analog) form., To
mechanize these filter equations on a digital computer requared
making some assumptions about the nature of the cross-coupling
terms and feedback quantities. The assumptions for the roll
estimator shown in Fig, 4 were:

(1) The sample period is very small.

(2) All trigonometric functioms (sin @, cos ¢, tan @) are
congtant over the sample period.

(3) The feedback correction term (@c-$) is constant over
the sample period.

The same type of assumptions were made for the altitude, yaw,
and pilteh (or angle-of-attack) filters.

With these assumptions, the following expressions repre-
sent examples of the discrete update eguations used for the
roll estimator:

Roll accelerometer bias, b

b
fp = Gen = G
Chyp k°¢ :c'(P R
Bins1 = Bhy * Cpp At . (35)
Roll rate, ﬁ
cg = Pm, * k1o To * by
Byq = B, *+ cg At by at?/2 . (36)
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Roll angle, @

04 = k2¢ r@ ,

Ppey = Op T IPp T (q, sin @, * T, cos @n)tan én'*c4}At

+ [cs-i-(c5 sin &h-+c7 coS @n)tan §n]A¢2/2

~ ey o~ 3
+ [cbp'%(cbq sin @ +cp, cos mn)tan en]At /6.
(37)

In Egs. (35)~-(37), the subscript n+l again indicates the
updated value projected one sample period At 1into the future.
The subscript n represents the current estimated values.
Also, in Egq. (37), the guantities Cg and Co represent terms

similar to Cqg (Eq. (386)) from the pitch and roll channels,
respectively. The terms cbq and Chy represent terms similar

to Gbp (Egq. (35)), also from the pitch and roll channels.

Further details of these expressions and for the other channels
are found in Appendices A and B.

With fast sampling rates (five or more samples per second),
the direct integration implied by the Egs. (35)-(37) produces
adequate accuracy. If the sample rate were to decrease, modi-
fications would be necessary to account for these effects.

Such methods for implementation of sampled data systems such
as Tustin's method and the hold equivalence [10] have been
developed to provide discrete transfer functions with the same
characteristics as the continuous system. Investigation of
these procedures was beyond the scope of this effort.

Gain selection.- The gains for the filters shown in Fig.
3 are found by assuming that the coupling terms between the
roll, pitch, and heading equations are zero, this decouples them
into three linear second-order filters. They have character-
istic equations

2 2 _
s + 2¢ w, s + w, = 0 . (38)

For these filters, the error characteristics of the
accelerometer 1inputs (ﬁm, dp, rm) and the angles computed from

magnetometer data (¢m, Bm, wm) were unkncwn. To cobtain some
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appropriate gains with which to begin to test the estimators
with flight data, it was assumed that the input errors could
be modeled as white noise with Gaussian distribution. Then,
Kalman filter theory [11] was used to compute the gains.

With this assumption, the gains for the roll filter of
Fig. 3, for example, are

= 2 = .
kl = oy c1rp/¢::(p|m ,
ky = 28 w, = 1.414 JEI (39)

Here, Uﬁ 1s the assumed standard deviation of the roll
accelerometer measurement noise. Also, Ip, 1S the assumed

standard deviation of the independent roll angle computation
noise. Similar methods are used to compute gains k3—.k6.

If bras terms are added to the estimator (such as in Fig.
4), the filter equations are observable but not disturbable
[12]. Thus, the Kalman filter theory cannot be used directly.
To make this adjustment, the filters' characteristic equations
were expanded to the assumed form

2

(s™ + 2% mns-+wi)(s-+mn) =0 . (40)

Then, the resulting gains become

.3
ko =0,
Kk, = (1+3) o2
1 n’
Ky = (1+28) @ . (41)

Again, mg was taken to be cé/o¢m, and the damping term

{ was V2/2. Similar methods were used for gain selection in
the piteh (or angle-of-attack), yaw, and altitude filters.
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STATE ESTIMATOR PERFORMANCE EVALUATION

After developing the candidate state estimator configura-
tions, the next step was to analyze them using recorded fliaght
teat data. The purposes of this step were to:

(1) Demonstrate that the estimators actually worked as
predicted using real (rather than simulated) iaput
data. This i1s a step closer to actual flight test.

(2) Compare the performance of the estimation methods so
that a final configuration could be chosen.

(3) Note the limitations of the estimators in severe wind
conditions, unusual aircrait attitudes, and the
presence of typical instrument errors.

The details of the evaluation are now discussed.

Evaluation Procedure
To enable evaluating the estimator methods, a FORTRAN
digital computer program was developed for the NASA Ames IBM
360/67 which simulated operation of the digital estimator
methods described in Chapter II, A complete description of
this program, its inputs, 1ts output, and its various capabili-

ties are documented in the form of a user's guide in Appendix
Al

The program 1s set up to read in sequentially recorded,
sampled, digital flight data. These data act as the driver for
the program. The program makes necessary pre-estimation compu-
tations and then simulates the operation of the digital soft-
ware as it operates in a sequential fashion. After the data
are read 1n, the steps executed are-

(1) All sensor data not actually present are artificially
generated. Tor example, rate gyro data are smoothed
and then differentiated to produce artificiial angular
accelerometer data.

(2) Artificial errors are optionally added to the data
to allow determining the resulting effect on esti-
mate accuracies. By varying the error magnitudes,
the program user can obtain performance sensitaivity

data These sensitivity data are useful for specify-
ing sensor accuracy requirements.
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(3) The data are filtered and modified with correction
terms to remove known sensor errors. For example,
obvious biases are removed from the linear acceler-
ometer readings. This 1s the first step in the simu~
lated estimator software.

(4) The independent calculations of roll, piteh, and
heading (@c, ec, wc) angles are made. An option
Tlag determines which computation method descraibed
1n Chapter II 1s used,.

(5) The primary filter equations are executed to produce
es+1mates of attitude angles and rates (@, 6, ¥, p,A
d, #), angle-of-attack &, and flight path angle Y.
Also, smoothed values of altitude h and true air-
speed Va are generated.

(6) The results are compared to directly-measured values
of the state variables. For example, the estimated
attitude angles are compared to angles measured by
an LTN-51 inertial navigation system. Comparison
consists of computing the means and standard devia-
tions between the estimated (or smoothed) and direct-
1y measured data.

(7) The results are recorded either in numerical or plot
form.

When the program coding and debugging was completed, anti-
cipated data from the Cessna 402 aircraft were not yvet avail-
able. Therefore, data from a Convair CV-990 flight were used
to check out the program. These data did not contain magnet-
ometer measurements, so these quantities were artificially
generated from the INS measurements.

The CV-990 data were divided into three segments that
tested the estimator configurations under longitudinal motion,
lateral motion, and both modes together. Details of these
data are described later.

The four estimator methods described in Chapter II were
each tested with the three segments of CV-990 data. From
these runs, i1t was shown that each of the methods works to
varying degrees of accuracy with actual data. Thus, it was
further concluded that the concept of estimating attitude
angles, rather than direct measurement, i1s wvalid.

Towards the end of this study, 2 small amount of data
(80 sec) taken from the Cessna 402 aircraft became available.
This provided additional information because the data 1included
actual magnetometer measurements. The estimators were tested
with this data, and further conclusions were made.



Test results from using the CV-990 and C-402 data are now
discussed.
CV-990 Periormance Results

The Ames CV=9090 instrumentation and associated measure-
ments included:

Inertial navigation system - @, 6 (¥ not available)
Directional gyro -

Three-axis linear accelerometer - % fy, fz

Three-axis rate gyros - p, Qq, T
Baro~altimeter =~ Byaro

Air data system - Va

Simulated angular accelerometer data were obtained by differ-
entlating the rate gyro data. Simulated magnetometer data
were obtained using the equations

Bx chey cOsy -s0 Bxo
By = fspsecy~cesy spsosy+cpcy sect 0 §. (42)
B, cosOcy+sesy  copsBsy-socly copct |1Bz

Here, the values of By,  and By  were taken to be those

typical of the San Francisco Bay area (dip angle of 62°). The
angles (¢, €, ¥) were taken from the INS and directional gyro
measurements.

The recorded data at each sample point (approximately
1.018 sec apart) consisted of an average of the 20 previous
samples taken approximately every 0.05 sec. Thus, the data
had some built-in smoothing and some inherent lag. No attempt
was made to smooth the data further., Misalignments between
the i1nstrument axes, acceleration measurement effects due to
displacement from the aircraft c.g., and other instrument
errors were unknown. It was found that to obtain acceptable
results, the bias and scale factor corrections which appear in
Table 1 had to be made to the linear accelerometer measure-
ments.,
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TABLE 1.- CORRECTIONS TO CV-990 LINEAR ACCELEROMETER
MEASUREMENTS

ACCELEROMETER BIAS - FT/SEC2 SCALE FACTOR ERROR

f, - T239 ©-0.4098
0.21 -

fy

f, -3.65 -

The three CV-990 flight sequences used to test the esti-
mators were:’

(1) 400 sec of level flight, simulated approach (down to
80 ft altitude), and climbout, primarily longitudinal
motion.

(2) 150 sec of level coordinated turn of 180°; primarily
lateral motion.

(3) 250 sec of level flight, turn of 30°, simulated
approach, and climbout, combined longitudinal and
lateral motion.

Methods 1 and 2 were first tested using the above data
sequences. The performance was assessed, as mentioned before,
by examining the statistical differences between the estimated
attitude angles and those directly measured. There are obvious
discrepancies in these data besides the normal electronic noise.
There would exist some misalignment between the measured atti-
tude axes (X and Y of the LTN 51), the directional gyro
(2 axis), the rate gyro axes, and the linear accelerometer
axes, The accelerometer would sense all rate terms by not
being located on the aircraft center-of-gravity. The gyros
would have acceleration dependent terms and as mentioned above,
the accelerometers had large bias and scale factor errors.

To make the comparisons, Methods 1 and 2 were run using
the first two data sequences. For gain selection, it was
assumed that the input measurement noise had the following
standard deviations-

Angular accelerometers - Uﬁ’ Ué, oy - 0.002 rad/sec2

Independent angle computations - Coms 987 Fm ~ 0.02 rad.
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Linear accelerometers - Ot Ufy’ of, - 0.03 ft/secz

Altimeter - Gh - 10 ft.

With these values, the gains were computed using Egs. (41).
They appear in Table 2. In addition, for Method 2, the follow-
ing constants were used in the process of computing the angle-
of-attack ., [5] (see Eq. (3)):

m = 56582.2 slugs

5.15662 -
2

tn Q)
]
] L}

2250 £t

=
i

- 0.09 rad
k = =0,13674 ~

TABLE 2. FILTER GAINS FOR INITIAL TESTS OF
METHODS 1 AND 2

BIAS GAIN kB RATE GAIN kl POSITION GAIN ko

Altitude Tilter 0.03 0.2330 0.7493
(f, B
Attitude filters 0,03162 0.2414 0.7634

A A A A

(D,(Psqﬁ s?o‘T’)

For each run, the mean and standard deviation between the
estimated attitude angles and those measured by the INS and
directional gyro were computed. A comparison of these statis-
tical quantities appears in Table 3.

For Sequence No. 1, the performance of both methods is
acceptable, although the standard deviations in (¢, 0, ¥) are
30%-60% better with Method 2. The performances of both methods
could be improved with gain adjustment.

For Sequence No. 2, Method No. 2 is substantially better

than Method 1. The estimation algorithm in Method 1 1is set so
that whenever the angular rate magnitude becomes greater than

29



TABLE 3.~ COMPARISON OF METHODS 1 AND 2 FOR THE FIRST TWO
CV-990 DATA SEQUENCES

METHOD 1 METHOD 2
SEQUENCE  ANGLE, DEG
m g m o
1 @ -0.52  1.38  -0.21  0.54
9 -0.86 1,66 0.42  0.98
¥ -1.13 2.75 0.82  2.03
2 ® 0.63  4.15 0.24  2.14
9 4,22  2.20  -0.93  0.54
v -7.24  3.72 0.56  3.98

a fixed limit, the pitch and roll angles are updated open-loop
by use of simulated (integrated) angular accelerometer infor-
mation. TFor the gyro data which was used to generate this
information, the noise and drift rates were probably too great
(i.e., the measured angular rates didn't match the measured
changes in INS angles) to allow good angular tracking, even
for only a two-minute span. Thus, Method 1, in its present
form, was judged not adequate for lateral transient tracking
with the given quality of rate information available on the
CvV-980 flight.

There are probably modifications to Method 1 which would
1mprove performance. For example, the acceleration vector
used to track gravity could be modified to account for expected
reorientation caused by a turn. The estimator performance
could be improved with a better knowledge of the instrumenta-
tion errors. It also would be desirable to obtain more data
sequences and work with the raw data at each sample point
rather than data averaged over 20 samples.

At this point in the study, Methods 3 and 4 (discussed 1in
Chapter II) were introduced. Again, the motivation for Method
3 was to remove the ambiguity of the equations for determaining
roll angle which exists in Method 2. The motivation for
Method 4 was to test the overall estimation concept using a
simpler set of instruments.

The two new estimator concepts were tested with the same
data sequences described previously. Comparisons of the
resulting means and standard deviations of the difference
between the measured and estimated roll, pitch, and heading
angles for Methods 2, 3, and 4 are presented in Table 4.
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TABLE. 4.~ MEANS (m) AND STANDARD DEVIATIONS (o) OF ESTIMATOR
STATE ERRORS FOR THREE MECHANIZATIONS DURING THREE
FLIGHT SEQUENCES

-~

METHOD
2 3 4
SEQUENCE  ANGLE, DEG
m c m o m g
1 o -0.21  0.54 -0.40 1.31 -0.51 1.23
e 0.42 0.98  0.42 0.95  0.40  0.98
¥ 0.82 2.03 0.94 1.48  0.97 1.51
2 © 0.24 2,14  0.70 2.09  0.45 1.87
8 -0,93  0.54 -0.91 0.74 -0.91 0.32
v 0.56 3.98 -0.07 2.29  0.57 1.98
3 @ 0.19 0.96 0.3 5.14  0.18 2.16
8 -0.84 2.24 -0.82 2.21  -0.88  2.05
v -1.48 4,94 -1.19 3.82 -1.49  3.37

The values shown in Table 4 only relate relative per-
formance for the given set of filter gains and instrument
calibration factors chosen for the particular runs. General
improvements can be made by parameter adjustment as i1s dis-
cussed next. The Table 4 data show that not relying on the
(simulated) magnetic field for computing the angle ¢ (Methods
3 and 4) resulted in an improvement in the standard deviation of
the headaing angle dafference ¥, The pitch angle was generally
unaffected by the estimator method used except during Sequence
2. Here, removing the simulated pitch angular accelerometer
data (1n Method 4)_lowered the standard deviation of the pitch
angle difference 6. The mean and standard deviations of the
roll angle difference ¢ generally increased due to the
agssumptions of Methods 3 and 4, as would be expected.

A limited study was made to determine what improvements

could be made to the performance by changing the model para-
meters used to compute ¢, as a function of flap angle and

the complementary filter gains. Recall that Methods 2-4 use
the computed angle-of-attack of Eq. (3). In this expression,
fzm 1s the adjusted aircraft-fixed, downward component of

measured acceleration equal to

B, = (1 + 65 )iy +Dba,_ . (43)

m
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Here, € ze and baZC are the scale factor and bias calibra-

tion terms. Thus, Eg. (3) has the parameters kal ka2’

€202 bazc and (m/CZaS) which can 21l be adjusted to affect

the computed o - and Bé. For the data listed previously, -
the values of kal and kaz were 0.09 and -0113674, respec-

tively. A test was made using data input Sequence 1 with
Method 2 and the values (ka1==—0.9; kaz = ~0.095). This pro-
duced the results:

ANGLE, DEG m o
@ 0.11 0.64
0 -0.22 0.60
W ~0.39 1.28

By comparing these data with the results in Table 4, 1t can

be seen that the mean errors were cut in half, and general
improvement was realized in the standard deviations of © and
¥. This indicates the importance of having a good knowledge of

the aircraft model for a, in Eq. (3). It 1is expected that

additional improvement could be made by adjustment of the
other instrument calibration quantities.

The previous data were produced based on the assumptions
that the angular accelerometer measurements had noise with

standard deviations of 0.002 rad/secz. It was also assumed

that the angles measured from the magnetometers and by use of
Eq. (3) had noise with standard deviations of 0.02 rad. The
resulting Kalman gains produced filters with natural frequency
of 0.3162 rad/sec. Another test was made 1n which this fre-
quency was changed to 0.2 rad/sec by gain adjustment. The
results were (again with Method 2 and Sequence 1)-

ANGLE, DEG m G
® 0.10 0.44
) -0.22 0.57
¥ ~0.39 1.09

Here, it 1s seen that each standard deviation 1s decreased
somewhat compared to the previous data. Again, further improve-
ment can be made by further gain adjustment.
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For further comparison, the changes in k kaZ’ and

al’

the filter gains were used also to regenerate results for
Sequence 1 using Methods 3 and 4., The results are compared in
Table 5 with those of Table 4. As can be seen in Table 5,
these changes almost uniformly lowered all the mean differences
and the associated standard deviations.

TABLE 5.- COMPARISON OF MEANS (m) AND STANDARD DEVIATIONS
(o) OF ESTIMATOR STATE ERRORS FOR SEQUENCE 1 WITH
ORIGINAL AND MODIFIED FILTER PARAMETERS AND CONSTANTS

k , AND k_, (FLAP ANGLE EFFECT)
T METHOD
ANGLE,
PARAMETERS "ot 2 3 4
i1} o m 2} M [¢)
Original ® -0.21 0.54 -0.40 1.31 -0.51 1.23
o 0.42 0.98  0.42 0.95  0.40 0.98
¥ 0.82 2.03  0.94 1.48  0.97 1.51
Modified © 0.10 0.6 -0.36 2.06 -0.55 1.06
9 -0.22  0.57 -0.21 0.57 -0.23  0.66
v -0.39  1.09 0 1.07 -0.03  0.93

made:

From Tables 4 and 5, the following conclusions can also be

(1

(2)

(3)

The pitch angle accuracy is essentially independent
of the estimator method used. Thus, for this data,
no value is gained from use of the pitch angular
accelerometer, as in Methods 2 and 3

The roll angle estimates & are generally more
accurate in Method 2 in which the magnetic field is
used to smooth both @ and V¥. This 1s expected
because the aircraft does not always obey the coordin-
ated turn assumption which 1is inherent in Methods 3
and 4.

The heading angle estimates $ are closer to the
directional gyro measured values when the roll angle

estimate 6 1s assumed to be a function of @
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(Methods 3 and 4). This is presumed to be due to an
inherent disagreement between the INS and the direc-
tional gyro measurements.

{(4) Method 4 produces essentially equavalent accuracy to
Method 3. Thus, Method 4 1s preferred to Method 3
for this data because one additional rate sensor
(the roll angular accelerometer) can be omitted.

Plots comparing the estimated and measured roll, pitch, and
heading angles using Method 2 on data Sequence No. 1 are shown
in Fig 7. The agreement 1s good despite the relatively "noisy"
aireraft trajectory. It can be concluded that the nonlinear
estimators work well using actual flight data Based on the
limited data traials, 1t appears that they provide angle esti-

mates that are adequate for flight control.

260 ~
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PS| — deg
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PHI — deg
o
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FIGURE 7.- METHOD 2 ESTIMATED ORIENTATION ANGLES FOR
DATA SEQUENCE NO 1
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Cessna 402B Performance Results

Towards the end of this study, a small amount of data (80
sec periliod) became available which had been collected on the
Ames Cessna 402B aircraft. These data were collected during
the final approach and landing portion of a May 1977 flight at
Crows Landing, California. This portion of the flight was
roported to be subject to high lateral winds such that notice-
able sideslip conditions prevailed, However, the INS measure-
ments of wind magnitude and direction were not functional for
this f£1ight. Furthermore, the collected data had a high con-
tent of spikes and data dropouts. These anomalies were re-
moved by interpolation and other manual techniques fo make the
data usable,

It was highly desirable to use these data for further
egtimetor investigation because actual magnetometer data were
recorded., Furthermore, all three attitude angles were measured
and avallable from the INS system. (Recall that for the CV-990
data, heading angle was taken from a directional gyro, and
magnetometer measurements were artificially generated.) Thus,
these new data could produce new insights.

A serious problem with the 402 data was the high error
content of the bharo-altimeter recording. The baro~altimeter
is a key instrument for computing pitech angle in Methods 2-4.
Thus, 1t was decided to modify the program so that pitch angle
wasn't estimated, but instead it was read directly from the
INS. Thus, in the subsequent tests, only the roll and heading
angles were estimated. However, this was still significant
because it represented using actual magnetometer data to deter-
mine hoth roll and heading angles.

The instrumentation that 1s available on the Ames 402B 1s
listed 1n Table 6. Also listed i1s the output range of the
instruments, the number of digits recorded, and the equivalent
accurzcy. Details of this flight data system and its cali-
bration can be found in Ref. 13. Again, as with the CV-980
system, the relative alignments of the three-axis instrument
packages were unknown. Also, the locations of the linear
accelerometers with respect to the aircraft center of gravity
were unknown.

For the 402B flight, the sample period was 0.0702249 sec
which represented a rate of about 14 samples per second. Ini-
t121ly, no instrument correction terms were included in the
data processing., Gains were held the same as those used for
generating Table 5.
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TABLE 6.- INSTRUMENTATION CHARACTERISTICS OF AMES
CESSNA 402B [13]

FULL SCALE :
INSTRUMENT _ UNITS _ READING B;T% EQB}VALENT GRANUFARITY _
Rate gyros deg/sec +15 10 0.029°/sec
(p,q.r)
INS angles deg +180 14 0.022°
{9,0,¥)
Linear g +0.5 (fx,fy) 10 0.0040g = 0.03 ft/sec
Accelerometers 0.0059g = 0.19 fi/sec
(f,.F,.F_) 130 (f,)
X*'y>z
Magnetometers Gauss +600 10 1.17 Gauss
(..5,,5.)
Xy'’z
Altimeter ft -1000 10 9.78 t
Airspeed kts 250 10 0.244 kt = 0.41 ft/sec
(v,)
Control deg Full surface 10 0.044°
Surfaces deflection
(8F, etc.) (0°-45°)

Figure 8 shows the initially estimated and INS measured
roll and yaw angles for the 80 sec segment of the 402B fiight
using Method 2. As can be seen for this run, the estimated
angles follow the same trends as the INS measured angles. How-
ever, there is a large bias i1n the estimated roll angle. Also,
the estimated heading angle increasingly deviates from the
measured value as the angle becomes closer to 0°, For this ini-
t1al test, the mean differences and associrated standard devia-
tions between estimated and measured roll and heading angles were-

ANGLE, DEG m o
P 6.39 1.82
W 3.54 8.43
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FIGURE 8.- INITIAL ESTIMATED AND MEASURED ROLL AND HEADING
ANGLES FROM CESSNA 402B DATA

It was concluded that signals of the three-axis magnetometer
{which is mounted in the vertical stabilizer of the 402B) were
being distorted by the aircraft structure, and that corrections
should be made.

The magnetometer data were examined at discrete points
along the trajectory and compared to the corresponding INS
measurements. It was determined that the characteristics of
the distortions were such that the signals were subject to both
misalignment and scale factor errors. Some calibration calcu-
lations were made using discrete points of the data, and the
resulting preliminary error magnitudes were determined to be:

Misalignment (wB, g, @B) = 1,8°, 1.2°, 6.6° ,

Scale factor error (e

-—

ebx’Eeby Bopg) = ~0-18, 0, -0.05.
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Corresponding correction terms were placed in the esti-
mator software to remove these errors. The data were repro-
cessed (again using Method 2) and the results are shown in
Fig. 9. The resulting means and standard deviations were

ANGLE, DEG m o
- P 0.005 1.58
U} -0.336 1.38

As can be seen, this 1s a substantial improvement. A closer
match could be made between the estimated and INS measured
angles by further adjustment of gains and error correction

terms. It again can be concluded that this method of estimat-

ing attitude angles potentially works extremely well. The

110 60
<>

i
13

]

!

]

120 00

0,00

PRI — REG

IS B0 20 oD

~—5 100

—25 Dt

PHI - IEBG

<45 0D

TIME IN SELCANIS

FIGURL 9.~ ESTIMATED AND MEASURED ROLL AND HEADING ANGLES
WITH MAGNETOMETER DATA CORRECTIONS

38

ao 10 60 an ao ag po yg oo st no &0 00 90 0@ a0 0o



method is tolerant to typical instrument misalignment errors.
A reservatlon is that these results were obtained by assuming
that pitch angle was known exactly.

The same data sequence was processed using estimator
Methods 3 and 4. A comparison of the statistical results
aprears in Table 7. As can be seen from these results, Method
2 performs significantly better than Method 3. In turn, Method
3 performs significantly better than Method 4. The performance

obtained from Method 4 is unacceptable. Thus, it is concluded
that:

(1) In this flight sequence, where frequent attitude
transients and sideslip conditions prevail, the
coordinated turn assumption 1s continually wviolated.
Thus, inherent errors are present in Methods 3 and
4, Significant information is obtained from the

magnetometer data in Method 2 for directly computing
the roll angle,.

(2) 1In the presence of consistent attitude transients,
the estimated roll rate (p) information (Methods 2
and 3) becomes more important. The equations used
to derive Method 4 include the assumption that p
i3 negligible. (A possible £ix would be to rotate
the single rate gyro so that componenis of both roll
rate and yaw rate are measured.)

It is certainly possible that the performance achieved from
Methods 3 and 4 could be improved by gain changes and software
modifications. However, such efforts should await more exten-
sive flight data to work with.

TABLE 7.- COMPARISON OF ESTIMATOR METHODS USING THE

4028 DATA
- METHOD
: ; ;
m (s} m g m (s
P 0 1.58 -0.20 4.56 (.23 10.55
W -0.034 1.38 0.12 4.30 -1.81 25.03
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Conclusion

Based on the results of processing the CV-990 and Cessna
402B data, 1t 1s concluded that Method 2 i1s the preferred
estimator structure. Modification can be made to this method
so that the complementary filter software which determines
prtch angle can be eliminated. That =s, pitch angle can be
computed directly by using Eqs. (3) and (10). This also
eliminates need of the pitch accelerometer.

Also based on these results, it can be concluded that one
can potentially estimate the three orientation angles of the
aircraft to a high degree of accuracy. The estimated roll
and heading angle trajectories obtained using the Cessna 402B
data resembled very closely the angles directly measured using
the INS This 1s very encouraging. The possible problems
which may arise due to the ambiguity in solution for roll
angle 1n Method 2 will have to be discovered or dismissed by
much more extensive flight testing.
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IV

SOFTWARE MECHANIZATION REQUIREMENTS

An essential requirement for mechanizing the state esti-
mator concepts is that their software can be successfully
coded in a typical microcomputer with the associated con-
gtraints on memory, computation accuracy, and cycle time. To
make an assessment of to what degree this requirement can be

met, the following study waes made using a DEC PDP 11/70 com-
puter.

Pirst, the FORTRAN software required to mechanize the
Method No. 2 state estimator was extracted from the ESTEST
program described in Appendix A, (The ESTEST program was
developed to test all estimator configurations using flight
data.) The Method 2 estimator configuration is the longest
but most accurate of the configurations studied. The Method
2 FORTRAN code is presented and explained in Appendix B,

Next, the portion of the software which represents com~
putations made every cycle of the mechanized estimator were

recoded on the PDP 11/70. Phases of these computations
include:

(1) modification of sensor readings to remove known
errors;

(2) computation of independent measures of the attitude
angles (@, 9, ¥) from magnetometer and other
readings; and

(3) pPrimary state estimator (filter) computations.

Also, there would be a small amount of additional software
for input and output conversion. The program was coded using
the C language of the UNIX system (developed by D.M. Ritchie,
Bell Laboratories) which provides efficient, compact PDP 11
code. A listing of the C source deck is also presented in
Appendix B.

The C source deck was compiled zand assembled into PDP 11
machine language using the floating point instruction set
The associated memory reguirements for this program were 202410

sixteen bit words. This requirement could be reduced about 25%
using fixed point arithmetic. However, fixed point arithmetic
would require addition of some scaling operations.

Some additional software would be required to make the
initial computations at the beginning of use of the estimator.
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These computations are presented in Appendix B. Also, execu-
tive logic would be required to sample and scale the A/D
buffer inputs, to interface with pilot inputs, to prepare the
estimate outputs for display or dagital control, and to con-
trol program cycling. A conservative estimate 1s that this
would add 50% to the memory requirements. Thus, 1t 1s seen
that the read only memory (ROM) requirements for mechanization
are much less than 4096 (4K) sixteen-bit words. With efficient
coding, this could be reduced to 2K words.

The variable storage requirements (RAM) for mechanizmation
1s 13210 sixteen-bat words. Thus, a 256 x 16~bat RAM unit is

adequate.

The tests made using the Cessna 402 discussed in the pre-
vious chapter used data with ten-bit accuracy. The estimate
results ‘'were quite adequate in comparison to INS measurements.
Thus, 1t can be concluded that a microcomputer with twelve or
sixteen-bat words is adequate for mechanizing the state esti-
mator. Further tests would be required to evaluate the
adequacy of an eight-bit processor.

To obtain an estimate of computation time, a single pass
through the PDP 11 computations was timed. The result was
less than 16 7 msec. (The minimum measurable time increment
1s 1/60 sec.) Norden Corporation personnel estimated that the
time increase would be a factor of five (to less than 83.5
msec) for running on the LSI11M microcomputer which uses the
PDP" 11 code. The LSI1iM 1s a ruggedized microcomputer suitable

for airborne application.

For processing the flight test data, sample rates of once
per second (CV-990 data) and fourteen times per second (C-402
data) were used. The Method 2 estimator worked well in both
cases. Thus, a sample rate of five times/sec appears to be
adequate.

If the cycle time were set at 200 msec so that the
sensors were sazmpled five times /sec, it i1s seen that the
bagic computations of the state estimator would require only
41% of real time for the LSI11M Again, to be conservative,
this value could be increased 50% to account for additional
executive computations. There appears to be plenty of margin
for running time.

The above study 18 a first approximation to the micro-
computer mechanization requirements., From these, it can be
concluded that the state estimator concept can easily be
mechanized in existing microcomputers. To obtain more precise
timing and memory requirements requires actual mechanization
on a microcomputer with additional software added for driving
A/D converters, displays, and the program control logic.
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\'
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

Summary

Thia study has accomplished the following:

(1)

(2)

(3)

(4)

Four nonlinear state estimators (Methods 1, 2, 3,
and 4) were devised which provide techniques for
obtaining the angular orientation of the airecraft,
These techniques are alternatives to direct measure-
ment by use of vertical and directional gyros.

These estimators have the potential of being of low
cost and of high reliability by implementation using
solid state instruments (pressure sensors, acceler-
ocmeters, magnetometers) and the microcomputer.

An extensive FORTRAN computer program was developed
to demonstrate and evaluate the estimators by pro-
cessing recorded flight test data. This program
simulates the estimator operation and it compares
the state estimates with actual state measurements.
Full details and capabilities of this program are
presented in Appendix A.

The above program was used to evaluate the four

state estimator configurations with limited data
recorded on the NASA Ames CV-990 and Cessna 402B
aireraft. Three of the configurations worked reason-
ably well with the CV-990 data and Method 2 worked
well with the 402B data. From these evaluations,

the preferred state estimator configuration was
chosen.

A preliminary assessment was made of the require-

ments for implementing the selected state estimator
on a typical microcomputer.

Conclusions

Based on limited flight data analysis, it 1s concluded

acceleration (fX, i

that the estimator concept of determining attitude angles
without direct measurement has definite potential to provide
low-cost flight control The measurements required to esti-
mate roll, pitch, and yaw angles include the three components
of magnetic field (BX, By, BZ), three components of linear

y? fz), two components of angular accelera-

tion (ﬁ, f), true alrspeed (Va), baro-altitude (h), and
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possibly flap angle (8F). Angular acceleration could be re-
placed by angular rate (p, r) measurements. Altitude and true
airspeed measurements can be obtained by processing static

and dynamic pressure data.

It 1s furthermore concluded that the above set of measure-
ments, which are smoothed by nonlinear filtering in the esti-
mator, can provide attitude angle estimates to a high degree
of accuracy. For example, during an 80 sec run using Cessna
402B data, the roll angle excursions of the aircraft exceeded
45° and the yaw angle excursions exceeded 120°. During this
time, the estimated roll angle matched the INS measured roll
angle to a mean of 0° and a standard deviation of 1.6°. The
estimated yaw angle matched the INS measured yaw angle to a
mean of -0.3° and a standard deviation of 1.4°. This accuracy
is more than adequate for flight control purposes.

The selected state estimator configuration (Method 2) has
a2 potential ambiguity problem in determining roll angle when
the aircraft is flying at a magnetic heading of nearly North
or South. This problem was not encountered with the limited
data processed in this study. The solutions to this problem
(encompassed in Methods 3 and 4) degrade the estimator perfor-
mance in the presence of aircraft transient attitude motion.
The degree of degradation is dependent upon the instrumentation
errors and the amount of disturbances causing transient motion
of the aircraft.

The computation mec¢hanization requirements for implement-
ing the Method 2 state estimator are easily met with today's
microcomputers. Preliminary conservative estimates are that
to code this estimator on a ruggedized microcomputer requires
less than 4K x 16-bit ROM memory and less than 256 x 16-bit RAM
memory. Twelve-bit memory 1s also sufficient. A preliminary
timing assessment indicated that less than 0.1 sec 1s reguired
to cycle the estimator equations on the ruggedized microcomputer.
This allows a sample rate of five/sec with plenty of time to
spare for either driving displays or automatic control actua-
tion.

Recommendations

The results of this study were based on limited flight
data. The data collected did not represent all the flight
regimes 1n which the estimators would potentially have to
operate. In particular, flight data in which several turns,
intentional lateral and longitudinal perturbations, known wind
shears, stalls, and engine-out conditions were not tested. It
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is recommended that such data be collected on the Cessna 402B
aircraft and that a more thorough investigation be made.

It 1s also recommended that the following steps be taken

(1)

(2)

(3)

(4)

Estimator Methods 2, 3, and 4 are based on computing
pitch angle from measurements of vertical accelera-
tion, dynamic pressure, and flap angle and estimates
of aireraft mass and 1i1ft coefficient. Study should
be directed to find a more direct procedure to
compute pitch so that at least flap angle measure-—
ments could be eliminated.

Estimator Method 2 gave the best results in the
studies made. However, 1t has a potential ambiguity
problem in computing roll angle when the aircraft is
flying with a magnetic heading of near 0° or 180°.
This potential problem must be thoroughly investigated
with flight test data, and further corrective logic
may be required.

Intentional instrumentation errors should be artifi-
cially introduced into the program used to process the
flight data and to evaluate the estimators. The
sensitivity of the state estimator outputs to instru-
ment error magnitude can then be determined. This
procedure 1s suitable for specifying required instru-
ment accuracy. These results would complement
laboratory studies of existing low~cost solid state
sensors,

A typical microcomputer should be selected along with
appropriate sensor interface equipment, recording
equipment, and operating peripherals. Additional
software should then be developed to sample the sensor
input, provide program control, and drive outputs

for data recording (or display). The entire software
code of the selected estimator configuration should
then be loaded into the microcomputer, and subsequent
tests should be made to obtain more definitive regulire-
ments for computer mechanization.

Further concept study of low-cost state estimation for
filight control should produce

(1)

(2)

A precise definition of the desired state estimator
configuration and any lim:tations it has.

The computer, sensor, and display mechanization
requirements to realize this concept. These include
accuracy reguirements of both the computer and
sSensors
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¥ APPENDIX A

PROGRAM USER'S GUIDE

Ag part of this study effort, a FORTRAN digital computer
program (ESTEST) was developed for the Ames IBM 360 to process
the flight data. The purpose of this program is to simulate
operation of the state estimators used for flight control pur-
poses, The flight data serves as input to drive this simula-
tion. The state estimates are compared to actual state vari-
ables obtained by direct measurement to assess the estimator
performance.

The ESTEST program allows the user to make the following
studies:

(1) Digital implementation of the state estimator can
be checked.

{(2) Diffierent estimator formulations can be tested and
compared,

(3) Performance of the estimator can be measured for
different flight conditions and sensor accuracies.

(4) Gaing and other program variables can be adjusted.

() Airborne computer requirements for mechanization
can be partially assessed.

This appendix serves as a user's guide for ESTEST. It 1s
organized as follows.

(1) The input variables are deflned; and a sample input
deck i1s listed.

(2) The program output 1s explained, and sample outputs
are presented.

(3) The general capabilities and organization of the
program are explained.

Input Variables

Five input formats are used to read in the initial data
and program control variables. These formats are.
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(1) TFPRMAT(2X,5I3),
(2) TQRMAT(20A4),

(3) FQRMAT(2X,613),
(4) TF@RMAT(616), and
(5) F@RMAT(2X,6E12.5).

Twenty-ezght input- data -cards—are read using thésé formats
to initialize operation of the program. They are presented in
Table A.1 as they are arranged in the data card set; the above
formats are referenced. The definitions of these variables are
presented in Table A.2. Figure A.1 shows a listing of a typi-
cal input deck, with the appropriate Ames IBM 360 control cards.

After the znitialization data and control variables have
been read in, ESTEST immediately prints this data. This 1is
discussed in the next section. Then, certain initialization
computations are made such as conversion from degrees to
radians. Then, the time data set is read sequentially using
the following FORTRAN statements:-

READ(8) NTIME

50 CONTINUE .
READ(8) K,(CVDAT(J),J=1,17)
IF (K.LT.NST) G@ T® 50.

This is explained as follows:

(1) The number of time points of data in the data set
(NTIME) 1s first read.

(2) Each sequential data time point record is then read
unt1l the index K 1i1s equal to the input quantity
NST which is the start point desired.

The quantities in each data time record represented by the
array CVDAT are defined in Table A.3. The program 1s set by
the leogic variable NF1l so that either data collected on the
CV-990 aircraft or the Cessna 402B aircraft can be used. The
differences beween the CV-990 and C-402 data arrays are indi-
cated in Table A.3.

Program Output
The first thing the program does after reading in the
run 1nitialization data 1s to print 1t. A sample of this

printout is shown in Fig., A.2. Each of the variables is
defined by the preceding acronym which is defined in Table A.2,
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TABLE A.1 -~ SEQUENCE OF INITIAL DATA AND PROGRAM CONTROL
VARIABLES READ TO INITIALIZE ESTEST OPERATION

CARD FORMAT FORTRAN ACRONYMS
1 1 (IDATE(I),I=1,3), NR, NAC
2 2 (ALPHA(I),I=1,20)
3 3 NF1, NF2, NF3, NF4, NF5, NF6
4 3 NF7, NF8, NF9, NF10, NFil
5 4 NS, NST, NRU, IX
6 5 BMAG, DL1, DL2
7 5 FIB, THB, SIB, SIBY, THBZ, FIBZ
8 5 BBX, BBY, BBZ, EPBX, EPBY, EPBZ
9 5 SGBX, SGBY, SGBZ
10 5 pT, TSTQP, TI, DTP, DTPL, DTST
11 5 FIPD, THPD, SIPD, EPPD, EPQD, EPRD
12 3 BPD, BQD, BRD, SGPD, SGQD, SGRD
13 5 BV, EPV, SGV
14 5 FIA, THA, SIA, XA, YA, ZA
15 5 BAX, BAY, BAZ, EPAX, EPAY, EPAZ
16 5 SGAX, SGAY, SGAZ
17 5 BH, EPH, SGH
18 5 FIAM, THAM, SIAM, XAM, YAM, ZAM
19 5 THY, RKU, RKSB, RKE, DFBI, DFSF
20 5 FIAL, THAL, SIAL, RKAl, RKA2
21 5 RL, RKGX, RKGY, RKGZ, RKBl
22 5 FGL, G
23 5 SICBX, THCBX, SICBY, FICBY, THCBZ, FICBZ
24 5 RM, CZAL, SW, ALZR@, ALZR1, H@
25 5 RK1, RRZ, RK3, RK4, RK5, RK6
26 5 RK7, RK8, RKBH, RKBP, RKBQ, RKBR
27 5 BAXC, BAYC, BAZC, EAXC, EAYC, EAZC
28 5 BCBX, BCBY, BCBZ, ECBX, ECBY, ECBZ
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TABLE A.2.- DEFINITION INPUT DATA CARD VARIABLES LISTED
IN TABLE A.1
CARD ACRONYM SYMBOL DEFINITION
1 IDATE(T) Date in month/day/year that data were
taken
NR Estimator {or run) trial number
NAC Type of aircraft (1.e., 990, 402).
2 ALPHA(I) 120 characters used to identify a par-
ticular run
3 NF1 Data source: 1 - CV-990
2 - C-4028
NF2 Magnetic data used:
1 - Computed from INS angles
2 - Actual magnetometer
NF3 Simulated sensor errors introduced:
0 - None
1 - Determmistic
2 - Deterministic + random
NF4 Sensor corrections used:
i 0 - None
1 - Corrections
NF5 Airspeed measurement source:
1 - Pitot tube
2 - J~-Tek sensor
NF& HMethod of computing @, 0, and {:
1 - Method 1
2 - Method 2
3 - Method 3
4 - Method 4
4 NF7 Computer printout:
0 - None
1 - Major
2 - Major + secondary
NF8 Computer plot:

0 - No plot
1 - Plot
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TABLE A.,2 (Continued)

CARD ACRONYM SYMBOL DEFINITION
4 NF9 Ames Zeta plot: 0 - No plot data
1 - Plot data saved
NF10 Statistical measures: ¢ - Not computed
1 - Computed
NF11 ¢, ¢ computations only: 0 - Qption off
1 - Option on
5 NS Number of samples to skip between use
NST Data set 1ndex number used to indicate
start of data of interest
NRU Number of cases to be run from data
set.
1X Initial add number for random number
generator.
& BMAG Bma Assumed or actual magnitude of the
g local magnetic field (milligauss)
DLl 6L1 Deviation of magnetic north from true
north (deg)
DL2 8 5 Magnetic field dip angle (deg)
7 FiB P> BB ¢B Simulated magnetometer misalignment
THB angles (deg)
SIB
SIBY ¢B » eBz’ Simulated magnetometer skew angles;
THBZ o Y B, with respect to B, and B, with
FIBZ Bz respect to Bx—By plane (deg)
8 BBX be’ bB s Simulated biases of magnetometer
BBY b Y readings (miiligauss)
BBZ Bz
EPBX Epy® Spy? Simulated magnetometer scale factor
EPBY Y errors; {(1+g) multiplies the simulated
EPRZ €Bz signal
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TABLE A.2 (Continued)

CARD

ACRONYM

10

11

12

13

SGBX
SGBY
SGBZ
DT

TSTOP

TI

DTP
DTPL
DTST
FIPD
THPD
SIPD
EPPD
EPQD
EPRD
BPD

BQD

BRD

SGPD
SGQD
SGRD

BY

EPV

SGV

SYMBOL DEFINITION
Upys Tpy? Standard deviations used by random num-
o Y ber subroutine for-simulated magnet-
Bz ometer noise (milligauss)
At time between samples (sec)
tsto Length of time duration of data
p sequence used in the run (sec)
t; Time from beginning of data record to
point where run begins; corresponds to
NST (sec)
Atp Print interval (sec)
Atpﬁ Plot interval (sec)
Atst Interval for computing estimate devia-
tion means and variances (sec)
@r, O, Simulated angular accelerometer mis-
Pep alignment angles (deg)
p
€2, B2, Simulated angular accelerometer scale
L factor errors
Sc
r
bﬁ’ be, Simulated angular accelerometer biases
b, (rad/secz)
Ons Ogs Standard deviations used by random num-
a? ber subroutine for simulated angular
r accelerometer noise {rad/sec?)
bv Simulated ajrspeed measurement bias
(ft/sec)
£, Simulated airspeed measurement scale
factor error
v Standard deviation used by random num-

ber subroutine for simulated airspeed
measurement noise (ft/sec)
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TABLE A.2 (Continued)

CARD ACRONYM SYMBOL DEFINITION
14 FIA Py ea, Simulated Tinear accelerometer mis-
;?ﬁ " alignment angles (deg)
a
XA Xps Yg Simulated position of Tinear acceler-
YA z ometers with respect to the aircraft
ZA a c.g.
15 gﬁ¥ bax’ bay’ Simulatgd Tinear accelerometer biases
BA7 baz (ft/sec”)
EPAX Eax? Sgy? Simulated Tinear accelerometer scale
Egﬁ; g Y factor errors
az
16 SGAX Tay> Tays Standard deviations used by random num-
SGAY o Y ber subroutine for simulated linear
SGAZ az accelerometer measurement noise
(ft/secz)
17 BH by, Simulated altimeter bias (ft) -~
EPH Ep, Simulated altimeter scale factor error
SGH O Standard deviation used by random num-
ber subroutine for simulated aitimeter
! measurement noise (ft)
18 FIAM Pam? eam, Linear accelerometer misalignment cor-
THAM " rection angles (deg)
SIAM am
XAM Xam® Yam® Linear accelerometer position correc-
YAM tion terms with respect to the c.g.
ZAM am (ft)
1% THV ev Pitot tube misalignment correction
angle (deq)
RKU KLl Gain for airspeed filtering
RKSB Kep Gain for filtering §xB terms in

Method 1
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TABLE A,2 (Continued)

CARD ACRONYM SYMBOL DEFINITION
19 TKB - KB - -Gain Tor filtering B in Method- 2
DFBI bsp Flap angle bias (deg)
DFSF €5k Flap angle scale factor error.
20 FIAL P, G&, Angular accelerometer misalignment cor-
THAL " rection angles (deg)
SIAL (i3
RKA1 K., K Extra gains
RKAZ al® "a2
21 RL r Turn rate timit for update of g in
Method 1 (rad/sec)
RKGX K x* K v Gains for updating g from linear
RKGY Kg g accelerometer readings in Method 1
RKGZ 9z
RKB1 Kbl Gain used by digital lag network to
smooth rate gyro data
22 FGL f 0 Threshold 1imit on accelerometer
g readings used to compute g in Method
1 (ft/sec?)
G g Normal gravity value (ft/secz)
23 SICBX wEx’ Bx? Magnetometer axis misalignment correc-
THCBX ¥ tion angles (deg)
SICBY By® By’
FICBY B, s
THCBZ Bz* 9Bz
FICBZ
24 M m Aircraft mass (slugs)
CZAL CZu Aircraft 1ift coefficient as a function
of angle-of-attack
SW S Aircraft wing reference area (ftz)
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TABLE A.2 (Continued)

CARD ACRONYM SYMBOL DEFINITION
24 ALZRO Xy g Terms used to compute zero 1ift angle-
ALZR1 of-attack as a function of flap angle
(rad, rad/rad)
H@ h0 Barometric altimetar correction (ft)
25 RK1-RK6 KI'KG Primary filter gains for estimating
altitude, roll, and pitch (or angle-of-
attack)
26 RK7, RKS8 K7, K8 Primary filter gains for estimating
yaw
RKBH Kbh’ Kb" Primary filter gains for estimating
RKBP Co ko biases in altitude, roll acceleration,
RKBQ bg* "br pitch acceleration, and yaw accelera-
RKBR tion
27 BAXC axe? bayc’ Linear accelerometer bias correction
gﬁ;g aze terms (ft/secz)
EAXC Eaxc® Eaye? Linear accelerometer scale factor
Eﬁ;c Y correction terms
C azc
28 BCBX ebx® Peby? Bias corrections to magnetometer sig-
BCBY Y nals {m11liguass)
BCBZ cbz
ECBX E £ Magnetometer scale factor error correc-
bx®> “cby?
ECBY ¢ t1ons
ECBZ &bz

i
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TABLE A,3.- QUANTITIES IN THE DATA INPUT ARRAY CVDAT

e e

———

NO, SYMBOL DEFINITION (CV-990) ALTERNATE DEFINITION (C-402}
1 t Time (sec)

2 @ INS roll angle (deg)

3 e INS pitch angle (deg)

4 v Dir. gyro yaw angle (deg) ¥ - INS yaw angle (deg)

5 p Ro1l rate (deg/sec)

6 g Pitch rate (deg/sec)

7 r Yaw rate (deg/sec)

8 h Altitude (ft)

9 Vs J-Tek true airspeed (kts)

10 ¥ Flight path angle (deg) B, - Longitudinal magneto-
meter reading {milli-
gauss)

11 fx Longitudinal acceleration

(ft/secz)
12 fy Side acceleration (ft/secz)
13 fz Vertical acceleration
(ft/secz)

14 Wog Wind magnitude (kts) B. - Lateral magnetometer

in reading (milligauss)

15 a, Wind angle (deg) B_ ~ Vertical magnetometer
reading (milligauss)

16 8F Flap angle (deg) 8F - Left flap angle (deg)

i7 8T Throttle setting (%) 8Fp - Right flap angte

(deq)
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The program has the option (using the NF7 flag) of print-
ing out no data, major data, or major plus secondary data every
DTP seconds. The data heading and a sample of the printout
date are shown in Fig, A.3. The major data are the first two
lines at each time point. The secondary data are the next
three lines., The acronyms shown in the data header define
what the quantities in each data set are. These header acro-,
nyms are defined in Table A.4. The estimated quantities (p, 8,

, P, 4, #) 4in the second line of the printout appear directly
below the measured quantities of the first line.

Another optilon which the program has (using the NF10 flag)
is computation of JStatistical characteristics of the estimated
variables (o, 8, ¢, B, 4, ¥, i, ¢ ) as compared to the directly

measured variables. An example output of these measures is
shown in Fig. A.4. The mean difference, the variance asbout
this mean, and the resultant standard deviation are computed
for the entire length of the run. The first three variables
are the roll, pitch, and yaw estimates compared to the INS
measurements. The second three variables (nos. 4, 5, and 6)
gre the roll, pitch, and yaw rate estimates compared to the
rate gyro measurements. The seventh line compares the smoothed
eltltude to the barometric altimeter measurements. The sighth
line compares the smoothed airspeed to the J-Tek true airspeed
megsurement.

A third option of the program (using Option Flag NF8) is
to produce computer generated plots of the estimated and
measured attitude angles and rates. An example plot of the
roll angle is shown in Fig. A.5. In this plot, the asterisk
(*) represents the INS measurement of roll angle ¢¢. The
0 is the estimated roll angle &. The plus sign (+) 1s the
difference whaich is used to compute the statistical measures.
These plots are automatically scaled so that the width of the
entire page 1is used.

A fourth option of the program (using Option Flag NFZ) 1is
to produce plots from the Ames Zeta plotter. This option
writes a data set, and the plot is produced by use of a dif-
ferent program. An example of this type of plot is shown in
Fig. A.8.

Program Explanation

Overview.~ An overview of the ESTEST program 135 repre-—
sented by the block diagram in Fig. A.7. After the initializa-
tion calculations have been made and the data set has been
advanced to the degired gstarting point, the program enters an
1terative loop It remains in this loop until the last desired
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TABLE A.4.- DEFINITION OF ACRONYMS IN DATA HEADER OF

FIGURE A.3
LINE  ACRONYM EXPLANATION

1 T Time from beginning of run (sec)
F1 Ro11 angle from INS (deg)
THET Pitch angle from INS (deg)
Sl Heading {or yaw) angle from INS (or directional gyro)

(deg)

P Rate gyro measured roll rate (deg/sec)
Q Rate gyro measured pitch rate (deg/sec)
R Rate gyro measured yaw rate (deg/sec)
FX Longitudinal acceleration (ft/sec2 or g's)
FY Lateral acceleration (ft/sac2 or g's)
F2 Vertical acceleration (ft/sec2 or g's)
VI J-Tek measured true airspeed {ft/sec)

2 FIH Estimated roll angle (deg)
THTH Estimated pitch angle (deg)
SIH Estimated yaw angle (deg)
PH Estimated roll rate (deg/sec)
QH Estimated pitch rate (deg/sec)
RH Estimated yaw rate (deg/sec)
H Barometric altitude (ft)
HH Smoothed altitude (ft)
ALH Estimated angle-of-attack (deg)
VAH Smoothed true airspeed (ft/sec)
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TABLE A.4 (Continued)

LINE ACRONYM EXPLANATION
3 FIM -  Roll-angle determined from magnetometer -data (deg)-

THIM Pitch angle determined from magnetometer or acceler-
ometer and dynamic pressure data (deg)

SIM Yaw angle determined from magnetometer data (deg)

PDM Derived roll acceleration (deg/secz)

QDM Derived pitch acceleration (deg/secz)

RDM Derived yaw acceleration (deg/secz)

BX Measured or derived longitudinal component of magnetic
field

BY Measured or derived lateral component of magnetic
field

BZ Measured or derived vertical component of magnetic
field

HHD Estimated altitude rate (ft/sec)

4 GXH Estimated longitudinal component of gravity (ft/sec?)

GYH Estimated lateral component of gravity (Ft/secz)

GZH Estimated vertical component of gravity (ft/secz)

GAM FT1ight path angle (deg)

QH Derived dynamic pressure (1b/ft2)

AMN Measured angle-of-attack as function of dynamic pres-
sure, vertical acceleration, and flap angle (degg

BXH Smoothed longitudinal component of magnetic field

BYH Smoothed lateral component of magnetic field

BZH Smoothed vertical component of magnetic field
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TABLE A.4 {(Continued)

LINE ACRONYM EXPLANATION
4 FL Flap angle (deg)
5 8HH Estimated acceleration bias in altitude filter
(#t/sec?)
BHP Estimated acceleration bias 1n roll filter (deg/secz)
BHQ Estimated acceleration bias in pitch filter {deg/secz)
BHR Estimated acceleration bias in yaw Tilter (deg/secz)
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data point has been processed, Reading the data 1s similar
to taking sampled measurements from the on board sensors.

Following the reading of the data, the option is avail-
able to add artificial errors to these data. This allows the
user to investigate, for any data sequence, the effect of the
errors on the estimation acecuracy. In this way, the sensor
accuracy can be specified.

In addition to adding artificial errors, artificial sen-
sor signals may also be generated. For example, for the CV-990
data, artificial magnetometer readings were generated as a
function of the INS and directional gyro mreasurements of

(v, 8, ¥).

After the sampled measurement signals are prepared, the
program enters a block which represents a replica of the
digital state estimator which would be implemented on board
the airceraft. This has five steps, as indicated in Fig. A.7.
The signal adjustment, attitude angle, and primary filter
computations are discussed in detail an Chapter II. Outputting
the state estimates is analogous to using the estimates for
cockpilt display or to drive a flight director or autopilot.

When the final data point has been processed, the statis-~
tical measures presented in Fig., A.4 are computed. Also, the
resulting plots, such as shown in Figs. A.5 and A.6, are pre-
pared.

Artificial signal generation.- There are four sets of
measurements which may be required to be generated artificially
from other sensor readings. These include the magnetic field,
the angular acceleration, the itrue airspeed, and the dynamic
pressure.

Generation of the three components of the magnetic field
requires knowledge of the vector magnitude Bmag and the dip

angle 82. Then the magnetic north and downward components of
the field are, respectively,

B

i

X0 Bmag cos 82 ’

B

20 Bmag sie 85 . (A.1)

From the INS (and possibly the directional gyro), the
roll, paitch, and yaw angles (¢, 9, {) of the aircraft are read.
From these, the three body-fixed components of the magnetic
field are computed to be
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BX = BXO cos 6 cos ¢-—BZO sin ©,

By = on(Sln @ sin 8 cos ¥y -cos @ sin )
o T ?ZOWS%H ¢ cos 8: )
BZ = on(cos @ sin 6 cos Y +s1n @ sin YY)
+ Bzo cos ¢ cos 6. (A.2)

The rate gyro measurements (p, 4, r) are used to generate
artificial angular accelerometer data. For the Cessna 402B
data where unsmoothed gyro samples were taken approximately
every 0.07 sec, the samples were first smoothed using a simple
lag filter, e.g.,

Dy = Kp, (D -Dy) (A.3)

Here, Py 18 the smoothed value of the measured roll rate p,
and kBl 18 the inverse time constant of the filter. This 1is
implemented digitally as

Ppiy = Kp1At(Ppyg ~Pg) *P; - (A.4)

Here, Pp4y 28 the measured rate at the n+l time point.
Also, Ps and Pesq indicate the filtered rates at the time

points n and n+l. Then, the artificial angular acceleration 1is
computed as a simple difference; e.g.,

D = (Pg,q —Dg)/AE . (A.5)

In Egs. (A.4) and (A.5), At 1s the sample time. For the
CV-990 data, where 20 samples were added and averaged to pro-
duce data points approximately 1 sec apart, Eq. (A.5) was used
directly without first filitering.

If pitot tube measurements are used, conversion is neces-
sary from indicated (Vm) to true arrspeed (Va). Incompressible

flow 1s assumed, so that

v =v_ /75 &V s. (A.6)
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The quantity S (= 1//0 = ¢p07p) is computed using linear

interpolation from a table with quantities as a function of
smoothed altitude . The interpolation equation is

(SH - SL)

S=8 + =22 (h-n)
L (hH-hL) L !
@5 + Son(h-h) . (A.7)
The guantities SL’ Soh’ and hL are presented in Table 5.

If dynamic pressure (Q) measurements are required, they
are generated from the smoothed true ailrspeed using the equa~-
tion

8 = 0.001189 ¢ ¥

2
o {4.8)

Here, the quantity ¢ again comes from linear interpolation
a8 a functlion of altitude:

¢ = o + ooh(h-hL) . . (A.9)
The quantities O, and % on also appear in Table A.5., This
table and Egs. (A.6)-(A.9) appear in subroutines CONV and CONV1.

TABLE A.5.~ TABLE LOCKUP QUANTITIES USED TO COMPUTE TRUE
AIRSPEED AND DYNAMIC PRESSURE

ALTITUDE DENSITY Soh’ DENSITY o>,

h ., FT RATIO S, 1/FT x 10 RATIO o, 1/FT x 10
0 1.0 1.0

2000 1.02991 1.4955 0.94277 ~0.28615

5000 1.07728 1.5790 0.86167 -0.27033

10000 1.16367 1.7278 0.73848 -0.24638
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Artificial error generation - The option flag NF3 i1s used
to indicate whether artificial errors are added to the signal
measurements.

For the magnetometer readings, the signals (Bx’By’Bz) are
- subject to sensor misalrgnment sngles (@B, BB’ wB),‘tilad skew
angles <¢By’ 9B, sz), biases (bBX, bgy, sz), scale factor
errors (EBX, SBy’ SBZ), and noise terms (nBX, nBy, nBz). The
equations which introduce these errors are:

B By * ¥p By - % By

xm
Bém = -UpBy 7 By + ¢BBZ ’
B, = OB, - #gBy * B, ,
Bé& - B;m ’

- .-+ -
Bym Il'Byme Bym ’

B = OB,Biy - 9B,BI. + BL

zm
By, = (1 + 8, )B " + bg_ + Mg ,
Bom = (1 + 85 )Bsr + bp + mpy
Bym = (1 + 6p,)B - + bg, +mp, . (A.10)

The noise terms (qBX, nBy, nBZ) are generated each sample point

by using a random number generator with assumed Gaussian
statistics and standard deviastions (UBX, “By’ UBZ). Other

noise terms subsequently mentioned are generated in a similar
manner,

The angular accelerometer signals (ﬁn, q fn) are subject

n.’!
to misalignment angles (¢§, eé, wé), scale factor errors (sé,
Sd’ Si)’ biases (bﬁ’ bé’ bf), and noise terms (Sﬁ, Bé’ Sf).
These are introduced as
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e
It

- (1+el3)(pn+¢ﬁqn-913rn) + be + Mg

p P’

Qg = (LHegd(=Ygp, +q, +@pr ) + by + 1y,
r, = (l-bsi)(eﬁpn-ngn-Frn) + by + N (A.11)

The linear accelerometer signals (fx,fy,fz) are subject

to pogilition errors with respect to the aircraft center of
gravity (xa,ya,za), misalignment angles (@a,ea,wa), scale fac-

tor errors (aax,a&y,aaz), biases (bax,b
(MyxiMgyiNgy)- The error equations are

ay’baz)’ and noise terms

- . 2 2
Te = QpZy = Tp¥a = (Qp T T)%, + P (qpy, * 12, ) + 1,

- . . 2 2
TG = TpXy m P2 = (P 7)YV, F Ay (Pyx, 1z )+ Lo
. 2

-q X (pn

po 2
1 Pp¥e =A%y ~ +qn)za'+rn(pnxa'bqnya)'kfz ?

Tym = cl'beax)(fx'bwafg"eafz) *Pax t gk
me = (1+8ay)(-¢afx+fy+@af;) + bay *t gy o
fzm = (1-Psaz)(8afx4-¢afy-+fz) + baz + Nyo (A.12)

The alrspeed measurement Va 1s subject to scale factor
error &, bias bv’ and noise n,, 28

Vam = (1 + sv)Va + bv 1y (A.13)

The barometric altimeter measurement is similarly affected by
scale factor error €y bias bh’ and noise U

hm = (1 + ah)hb + b (A.14)

nt My

Estimate mean and standard deviation.- Let A@n be the

difference between the estimated roll angle @ and the
measured roll angle ¢ at the nth sample point of a sequence
of m points Then, the mean difference in ¢ 1is
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— A _ 1 m
¢ S Elagt = = I Aq (A.15)
n=1
The sample variance about the mean is
e e _
2 A 2, _ 1 =2 (A.16)
UAm = E{Ap”} = =1 E (A@n-—Am)

n=1

This 1s computed by storing the residuals Ap as Ap 1s

computed in Eq. (A.15). Then, Eq. (A.18) 1s computed on 1
second pass through the data.

. . Similar means and variances are computed for 8, §, b, g,
r, Va’ and h. These do not represent absolute errors in the

estimates. Rather, they represent the statistical differences
between the estimated and directly measured qguantities. The
INS and rate gyro measurements are also subject to errors, and
these errors are i1ncluded in the statistics. However, because
the INS and rate gyro measurements are considered to be of
extremely high quality with regard to flighft control applica-
tions, they serve as a reasonable standard with which to assess
the estimators.
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APPENDIX B
METHOD NO. 2 STATE ESTIMATOR SOFTWARE

Chapter IV presents preliminary estimates of the require-
ments to mechanize the Method No. 2 state estimator on a
typical microcomputer in terms of memory and run times. To
make these estimates required definition of specific estimator
goftware and coding on a PDP 11 computer. This appendix pre-
sents the Method 2 estimator code in FORTRAN form. Input
variables, program constants, and initial computations are
glgo given, Then, a listing of the main estimator cycle
computations in C language (UNIX system) for the PDP 11 is
presented.

Method No. 2 Mechanization

Computer arithmatic, logic, and function reguirements.-

+ add

- subtract

* multiply

/ divide

SQRT square root
SIN sine

Cos cosine

ARSIN arc sine

ARCQS arc cosine
ABS absolute value
.GT. greater than
LT. less than
LAND. logical AND
IF, THEN

GO TQ labeled GO TQ

Definition of constants and program variables.-

Constants used throughout program’

Correction terms for linear

BAXC,BAYC,BAzC ¢ 0. 1 erometer

SAMR , TAMR , FAMR
RKUT - Airspeed smoothing gain
HIL(1),HL(2),HL(3) }

@PXC, PPYC,QPPZC }

S@H(1),SQH(2),SQH(3)
SL(1),SL(2),SL(3)
CON1

Table quantities to com-
pute Q
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Constants used throughout program (Cont'd)-

SALR,TALR,FALR - Correction terms for angular
accelerometer

OCBX, OCBY, OCBZ

BCBX,BCRY,BCBZ

SCXR-, TCXR, SCYR, FCYR,TCZR,FCZR

ALR®,ALR1,ACN - (ACN function of aircraft mass)

BX0,BZ@ - (Function of local magnetic field)

DT,DTT,DTQ - At, At?/2, At®/6

TPI,TPYT,PPT - 2r, 3n/2, =/2

H@,G - (HP function of local barometric pressure)

RKBH, RK1,RK2

RKBP,RK3,RK4

RKBQ, RK5,RK6

REBR, RK7,RKS8

Correction terms
for magnetometer

Primary filter gains

Variables initialized to zero or known values:

BHHN, HHD - Altitude bias and rate

BHPN,PHN,FIHN - Roll accelercometer bias, roll
rate, and angle

BHQN, QHN,ALHN ~ Pitch accelerometer blas and
pitech rate, and angle-of-attack

BHRN, RHN - Yaw accelerometer bias and vaw
rate
VAH - True airspeed

Variables 1nitialized by direct reading or input-

HHN=HM ~ Altitude

DL2 - Local magnetic field dip angle
RM - Aircraft average mass

T - Time

Variables initialized by computation:

BX@=C@S(DL2) Local North and down components

BZ@=SIN(DL2) of magnetic field

ACN=RM/(CZAL*SW) - (CZAL: stored 1ift coeffi-
cient, SW: reference wing
area)

Measured (sampled) input variables:

FXM,FYM,FEM linear accelerometer
VM - true airspeed

{

PDM,QDM,RDM - angular accelerometer
BXM,BYM,BZM - magnetic field

HM ~ barometric altitude
FLPR - flap angle
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Initial computation to obtain initial yaw angle {(on

ground), - :

(1) Measure BXM,BYM from magnetometer

(2) Use equations (given later) to remove magnetometer
errors and normalize BXM,BYM to BUX,BUY.

(3) Compute:

BMB=1. /SQRT (BUX*BUX+BUY*BUY)
CSI=BUX*BUB

SSI=-BUY*BMB

SIHN=ARC(PS(CSI)
IF(SSI.LT.O.)SIEN=TPI-SIHN.

Computaztions of main estimator equations (cyeclic).-

(1) Read sampled input variables from buffers.

(2) Modification of sensor readings.

Remove linear accelerometer scale factor error, bias,
and misalignment:

FXM=QPXC*FXM+BAXC
FYM=@PYC*FYM+BAYC
FZM=QPZC*FAM+BAZC
FXN=FXM+SAMR*FYM-TAMR*FZM
FYN=~SAMR*FXM+FYM+FAMR*FZM
FZN=TAMR*FXM-FAMR*FYM+FZY

Smooth true airspeed and compute @

VAH-VAR+RKUT=(VM-VAH)

I=1

IF(HNN.GT.HL(2))I=2
IF(HHN.GT.HL(3))I=3
SIG=SL(I)+SQH(I)*(HHEN-HL(I))
QU=C@N1*SIG*VAH*VAI

Remove angular accelerometer misalignment:
PDN=PDM+SALR*QDM~TALR*RDM

QDN=-SALR*PDM+QDM+FALR*RDM
RDN=TALR*PDM-FALR*QDM+RDM
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Remove magnetometer scale factor error, bias, and
misalignment. Normalize.

BXM=@CBX*BXM+BCBX
BYM=@CBY*BYM+BCBY

BZM=(CBZ *BZM+BCBYZ
BXN=BXM+SCXR*BYM+TCXR*BZM
~BYN=BYM+SCYR*BXM+FCYR*BZM
BZN=BZM+TCZR*BXM+FCZR*BYM

@BMAG=1. /SQRT ( BXN*BXN+BYN*BYN+BZN*BZN)
BUX=BXN*@BMAG

BUY=BYN*@BMAG

BUZ=BZN*(}BMAG

(3) Compute independent angles.

Angle-of-attack, flight path angle, and pitch angle:

ALZR=ALRQ+ALR1*FLPR
AMN=ALZR-ACN*FZN/QH
SGAM=HHD/VAH
GAMP=ARSIN(SGAM)
THEN=GAMP+ALEN*CQS(FIHN)

Roll and yaw angles:

STHH=S IN(THHN)

CTHH=C®S ( THHN)

CSIM=(BUX+BZP*STHH) / (BX@*CTHH)

TA=(BUZ*BUZ+BUY*BUY ) *CTHH*CTHH

TB=-2. * (BZQ+BUX*STHH ) ¥BUZ*CTHH

TC1=(BZP+BUX*STHH ) * (BZ@+BUX*STHH)

TC=TC1-BUY*BUY*CTHH*CTHH

DIS=TB*TB-4.*TA¥TC

DISR=SQRT(DIS)

CFMI=0.5%(-TB+DISR)/TA

CFM2=0.5%( -TB-DISR)/TA

SFM1=BUY* (CFM1*CFM1-1. )/ (BUZ*CFM1-BZ@+CTHH
-BXQ*STHH*CSIM)

SFM2=BUY*( CFM2*CFM2~-1. ) / (BUZ*CFM2-BZ@*CTHH
-BX@*STHH*CSTM)

FMPLS=FIM+PHN*DT

SNM@=SIN(FMPLS)

DSF1=ABS(SFM1-SNM®)

DSF2=ABS ( SFM2-SNM@)

IF(DSF2 LT.DSF1l) G@ T® 10

CFM=CFM1

SFM=SFM1

Gp TP 20

10 CONTINUE
CFM=CFM2
SFM=SFM2
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Roll and yaw angles (Cont'd):

20 CONTINUE
FIM=ARSIN(SFM)
SSIM=( SFM-BUY*CFM/BUZ)*BUZ,/BX0
SIM=ARCQS(CSIM)
IF(SSIM.LT.0.)SIM=TPI-SIM

(4) Primary filter.

Preliminary computations:

IF((SIM.GT.TP@T).AND. (SIEN,LT.PQPT))SIHN=SIHN+TPI

IF((SIM.LT,P@T).AND, (SIHN,GT.TPQT) )SIHN=SIHN-TPI

RSI=SIM-SIHN

RFI=FIM-FIHN

RAL=AMN-ALHN

RH=HM+HQ~HHN

SFIH=SIN(FIHN)

CFIH=CQPS(FIHN)

TTHH=STHE /CTHHE

CO=RKBH*RH

C1=FXN*STHH-FYN*SFIU*CTHH-FZN*CFIH*CTHHE~G
+RK1*RH+BHHN

C2=RK2*RH

CBP=RKBP*RFI

C3=PDN+RK3*RFI+BHPN

C4=RK4*RF1I

CCP=RKBQ*RAL

C5=QDN+RK5*RAL+BHQN

C6=RK6*RAL+( FZN+G*CFIH*CTHH) /VAH

CDP=RKBR*CFIH*CTHH*RSI

C7=RDN+RK7*CFIH*CTHH*RS I+BHRN

C8=RK8*RST

Altitude filter

BHHP=BHHN+CO*DT
HHDP=HHD+C1*DT+CO*DTT
HHP=HHN+ (HHD+C2 ) *DT+C1*DTT+C0O*DTQ

Roll filter:-

BHPP=BHPN+CBP*DT

PHNP=PHN+C3*DT+CBP*DTT

FIHP=FIEN+( PHN+( QHN*SFIH+REN*CFIH)*TTHH+CR )*DT
+(C3+(C5*SFIH+C7*CFIH)*TTHH)*DTT
+(CBP+( CCP*SFIH+CDP*CFIH)*TTHH)DTQ
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Angle-of-attack filter:

BHQP=BHQN+CCP*DT
QHNP=QHN+CS*DT+CCP*DTT
ALHP=ALHN+( QHN+C6 ) *DT+C3*DTT+CCP*DTQ

-Yaw filter: - -

BHRP=BHRN+CDP*DT
RHNP=RHN+C7*DT+CDP*DTT
SIAP=SIHAN+C8*DT+( (RHN>*CFIH+QHN*SFIH)*DT
+(C7*CFIH+C5*SFIH)*DTT) /CTHH
+( CDP*CFIH+CCP*SFIH)*DTQ/CTHH

Time update:

T=T+DT
BHEN=BHHP
HHD=HHDP
HHN=HHP
BHPN=BHPP
BHQN=BHQP
BHRN=BHRP
PHN=PHNP
QHN=QHNP
RHN=RHNP
FIHN=FIHP
ALHN=ALHP
SIHN=SIHP

(5) Output estimates (display and/or control computations).

(6) Cycle back to read new samples.

Main Estimator Code in UNIX C Language

main()4

float fxm,fvym,£f2m,0PXC,0DVC,0p2ZC,0a%XC,bayc,baze,rkbh,
fxn,fyn,fzn,sarr,tasr,tamr,van,rkac,ve,hhn,
nif3l,si(3i,sonhl3),siqg,3h,conl,pdn,qdn,rdn,
pdm,gdm,riu,salr,talr, falr,oxn,oym,bzm,
ocbx,ochv,ocnz, ~ChyY,rCchy,nCbz,0Xn,byn,bzan,
SCXr,SCyr,tcxr,.t¢zr,tcvr,fczr,obmag,
bux,hbuy,buz,aizr,altro,alri,flpr,ann.acn,
sgam,hnhd,ganp,thon,albn,finn,stnh,cthh,
hX0,0Z0,Ccs1m,ta,tn,t¢c,dis,disr,cfml,ctm2,
sfmi,sfr2,tmels,pon,ot,snno,dsfl,dst£2,
cfm,sim,f15,5s8ia,s17,tpl,trot,pot,sihn,rsi,
rfi,ral,rh,ar,ho,nhnn,stih,crin,tthh,c0,c1,9,
rki,bnhn,c2,T¥2,con,rkep,c3,rk3,bhen,
c4,rk4,ccp,rkpa,cs,rk5,phan,cé,rkb6,cdp,
rkbr,c7,rk7,onrn,c8,rx8,bnno,hhdp,dtt,
nhp,atg,onep,phnc, fihe,chn,rnn,bhqo,qghne,
alhp,pnrp,rnnp,sinp,t;

int i: 30



read?

£xm = OPXCAEXM ¢+ a¥es

fyn = OpYyCHEYm + navC)

fzm = oozcAtan + DALCY .

£x1 = £Xm ¢+ Sanrftyn = LAMIFEZM? ORIGINAD PAGE 18
fyn = =samrktan + £ym + famr¥fzm; OF POOR QUALITY,
fzn = tamrdfxr = fanrvEfym + fzm?

van = vah 4 rhutrs{ve = yanl;

i1 =9

{1f (non > nlf{1)) 1

it (nhn > nltl21Y 1 2!

§ig9 =2 g1t} + sonffif(nnn ~ nli1l}ld;
ahy = ¢onl*sigs(nos{van,2)liy

=
C ]

pan = opcn ¢ SAlrtgdm = TALTAran;
gun = =salrspdm 4 qgan ¢ falr¥fram;
rdn = talrtnda = Lalrtrodm + ram;
byt = nConx*pXxn + Ao
byw = oChyFuys + otuv]
he ¢ = ocpz¥ham + hen?;
b¥Xn 2 DXF + SCATEIV™ + TCXTr*hzZm;
byn = hHy 1 + ScyYrEnim + fCyr¥bza?
bzn = b4 + Lczrfoqm + fczr¥pvng

obmaI = (/s rt{nxr¥pxr + byn¥nyn + bzZn ¥ bzZn);

bux = rxntobmaa;
buy = cyn¥onnra:
buz = bzn¥opna 17

alzr = alro + alri*finr;
amn = alzr = ach*fzn/ah;

sJam £ bhnd/van?

gamo = arsin(saan):?

than = gann 4+ alnn4cos(finn);

sthn = sinl{tnhnl}

ctnh = coslthbnly;

csim = {bug + bzZosFsthh)/(oxo¥cthh)? .
ta = ( buz ¥ huyz + cuy ¥ huyy ¥ ¥ ( cthn # cthh);
th = =2,.%¥(bzo + Jax*stnn)*puz*cthhs;

te = powi(bzo + niax ¥ sthh,2) =povibuy ¥ cthh ,2):

dis = th¥tn - 43%ta¥tcy

dist = sartlaelsi;

cftml = 0.5%({~th + disrl)/ta;

cfm2 = 0.,5% 1=tn - dasri/ta;

sfnl = buv¥(cfmi * cfnl = 1.}/(buz*cfml = bzo¥cthh = hxo*sthh¥csim);
SEm2 = buyy*{(cfr?fcfm2 = 1.)/(buz¥cfm?2 = hzo¥cthh = bxo¥sthh¥csim);

fmpls = f£im + chn¥aty

sneo = sin{fnplis);

dsfl = abs(sfm! =~ snmo)?
dsf2 = abs(sgfumz = snmo);
If(dsf2 < +Astl) moto ten;
cfm = CEmi:

Sfm = sfnl:

gota tanty?

ten: cfm = cfn??

sfm = sfm2;

81



twenty: fim = arsin(sfm);

ssim
sim
if (
if (
1f (
rsi
rfi
ral
rh =
sfih
ctih
tthn
cO =
cl =
+
c2Z2 =
cbp

c3
c4
cCcop
¢5
cb
cdp
c?
c8
bhhp
hhan
hhp
bhop
phnp

uun

= (sfm = uy¥cfm/buz)*buz/bxo;

= arcos{csini;

s8im < ) sim = tpl = sim;
(sir>tpot) &4 (sihn < potl)) sihn = sihn + tpi:
(sim<pot! &» tsinhn > tpot)) sihn = sihn = tpi;
sim = sinn;
fim = £ihny -
amn = alhn;g
e o+ N0 - nnmyg;
= sin(f£inn}e
= cos{tinn);
= sthh/ctatyy
TKbh#*ro;
fxn*stnh - fyn*sfih*cthh = fzn+cfin*cthh = g
rki*rh + onhn?
rk2¥rh;

H 0

= rkpop¥rfi:

pdn + rki*rf1 + chens

rK4*rei;
= rkbga¥ral:

adn + rkS*ral + ohgn?

Tke*ral + (fzn + g¥cfih*cthhl)/vah;
= rkor¥cfin*ctnn¥rsi;

rén + rk7*cfih¥cthh*rsi + bhrns
rKB*rsi;

= khhn + c0*x3t;

= nnd + cl*dt + CcJI*atl;
= hhn + (hha + c2)*dt + cl¥dtt + cO*dtg:;
= bhon + corn¥di;

= phn + cli#dt + Chp¥attl;

finp = finn + (nhn + (qhn*sfin + rhn*cfin)*tithh + ¢4)*dt
+ (c3 + (chH*sf1n + cT*cfin)*tthh)*4att
+ (cpp + (cca*¥sfih + cdp¥*cfih)*tthn)*dtas

phip = tnan + ccr*at;

ghnp = ahn + c5#3t + cco¥dtty

alnp = ailpn + (crn + ¢cH)*¥gt + cH*att + ccp¥*dtq:;
bhre = bhrn + cap*dt:

rhnp = ran + c/*at + cdp*dLt;

sihp = sinn + c8*ar + {((rhn¥*cfinh + ghn¥sfih)#*dt

+ (c7%cfin + cS%sfih)*det)/cthh

+ (cdp*¥cfir + ccn¥sfih) kdtg/cthh;
t =t + dt;
bhhn = ohhpy

hbn = hhap;
hbn = hinps
bhpn = bhpp:
bhan = bhgp?
bhrn = onr»:
phn = phno?
ghn = ahnp?
rhnh = ranop?!
finn = finp:
alnn = alhp?
sihao = sing;
goto reads 82 |
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